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Analytic Functions

15.0 PRELIMINARIES

A complex number z is of the form x + iy, where x and y are real numbers and i = V=1 is called the
imaginary unit.

x is called the real part of z and is denoted as Re z.

y is called the imaginary part of z and is denoted as Im z.

Thus,x=Rez,y=Imz.

1. Two complex numbers z = x, + iy, and z, = x, + iy, are equal, written as z, = z,, if and only if
x,=x,andy =y,

Note Given two complex numbers z, and z,, we can only say z, =z, or z, # z,. We cannot say z, < z,
because there is no order relation in the field of complex numbers as in the field of real numbers.
The set of all complex numbers is denoted by C.

2. Complex conjugate
If z = x + iy is any complex number, then its conjugate z = x —iy
We can easily prove the following properties:

1. z =Zz ifand only if z is real 2.7 =% 3.z+z=2Rez
4. z -z =2iImz 5.z,+z,=2z,+z, 6. z,~z,=2z,—2z,
7. zlzz=z_lz_2 8. | 2L =i—lifz2¢0

Z; Z;

3. Modulus of a complex number
If z = x + iy is a complex number, then its modulus is | z | = \/x* +y°.
| z | is a non-negative real number.

z

— 2 —
Lzz=|z[, |Z]|=|z| 2. |22, | =]z, ]|z, | 3.

‘1
ZZ
4. |z|=|Rez |=Rez 5. |z|2|Imz |>Imz

6. |z] +z, |S | z, |+| z, | This is called triangle inequality.

4. Geometric representation of complex numbers

Any complex number a + ib can be represented by a point P (a, b) in the xy-plane w.r.to
rectangular coordinate axes.

Any number of the form a + i0 = a is a real number and it is represented by the point (a, 0)
which lies on the x-axis. So, the x-axis is called the real axis.

Any number of the form 0 + ib = ib is purely imaginary and it is represented by the point
(0, b) which lies on the y-axis. So, the y-axis is called the imaginary axis. Origin represents the
complex number 0 + i0 = 0.
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The plane in which points represent complex numbers is called the complex plane or Argand
plane or Argand diagram.
5. Vector Form AY
If P represents a complex number z in the Argand diagram P
then OP = z. We refer to z as the point z or vector z. If P and z=(a, b)
O represent the complex numbers z, and z, in the Argand
dlagram then OP = z, and OQ =z,

PQ OQ OP = z,—2,.
PQ=|zz—zl| N

So, the distance between the points z, and z, is | z, -z, |.
6. Polar form of complex number

Let P represent the complex number z = a + ib in the Argand Fig. 15.1

diagram. Then P is (a, b)

Ifor=r, X@P =0 (as in Fig. 4.1) then (7, 0) are the polar coordinates of P and a = rcos0, b =

7sin@.
=Jda’ +b* =zl

So, 7 is the modulus of the complex number z and 8 is called the argument or amplitude of z and

0 is measured in radians. 0 is given by tanQ = é
a

The principal value of argument of z is the value of 0 satisfying -w <0<

o 20 . P,
The principal value of ® = tan™ — ifa>0. That is, 0 is in the I or 4"quadrant.
a

b . C
=tan"' —+mr, ifa<0, b>0. That is, 0 is in the 2" quadrant.

a

=tan™' b_ w ifa<0, b<0. That is, @ is in the 3“quadrant.
a

z =a + ib can be written in polar form as z = r(cos 0 +isin @)
Euler’s formula: For any real 0, ¢ = cos®+isin®

. any complex number z can be written as z = re™ and it is called the exponential form of z.

15.1 FUNCTION OF A COMPLEX VARIABLE

If x and y are real variables, then z = x + iy is called a complex variable.

Definition 15.1 Let S be a set of complex numbers. A function f from S to C is a rule that assigns to
each z in S a unique complex number w in C (as in Fig. 4.2)

The number w is called the value of f'at z and is denoted by f{z).

Thus, w=f{(z). S is called the domain of the function f'and f'is called a complex valued function of
a complex variable. Such a function is simply referred to as “function of a complex variable”.
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Fig. 15.2
The set of all values of fis called the range of /.

Note
1. If A4 is a set of real numbers, then a function f from A4 into C is called a complex valued function
of real variable.
2. We also have real-valued function of a complex variable.
(e.g.) If z=x + iy, x and y real variables, then

f(z)= |z |2 =x”+y? is areal valued function of a complex variable.

If w=u +ivis the value of fat z=x + iy, then u + iv = flx + iy).

Each of the real numbers « and v depends on the real variables x and y and so f{z) can be expressed
in terms of a pair of real valued functions of the real variables x and y.

Thus, Az2) =u(x, y) +iv(x, y)

For example if z = x + iy, and if f(z)=z7, then

fx+iy)=(x +iy)2 = —y2+2ixy =u(x,y)+iv(x,y)

where  u(x,y)=x>—y*and v=2xy.

3. A generalisation of the concept of function is a rule that assigns more than one value to a
point z in the domain. Set theoretically, such associations are not functions. By abuse of
language these associations are known as multiple-valued functions in complex function theory.
When multiple-valued functions are studied, we take one of the possible values at each point of
domain, in a systematic way, and construct a single valued function from the multiple-valued function.

In contrast, a function is known as single valued function.
1

For example: f(z)=2z2 is multiple valued because

f(z)= i\/;eiw, - <0<, Putting z = re”

i0
If we choose the positive sign value Jr and write f(z)= Jre? , r>0,
—m < 0 <, then f{z) is single valued.

15.1.1 Geometrical Representation of Complex Function or Mapping

We know the graph of a real continuous function y = f{x) is a curve in the xy-plane.

The graph of the real continuous function z = f{x, y) is a surface in 3-dimensional space.

If w = f{(z) is a function of a complex variable z, then u + iv = f{x + iy) where x, y, u, v are 4 real
variables. Hence, a four dimensional space is required to represent this function graphically. Since it is
not possible to exhibit a 4-dimensional space, we choose 2 two-dimensional spaces or planes for z and w
variables. The plane in which z =x + iy is plotted is called the z-plane or xy-plane and the plane in which
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the corresponding w = u + iv is plotted is called the w-plane or uv plane. When a function f’is exhibited
in this way, it is often referred to as a mapping or transformation and w is the image of z under f.

The terms translation, rotation and reflection are used to convey the dominant geometric
characteristics of certain mappings.

Ay AY
f
z'/-)_\\ w
> X >
© z-plane o w-plane u
Fig. 15.3

15.1.2 Extended Complex Number System
The complex number system C is the set {x +iy/x,y € R}. By extended complex number system, we
mean the set C of complex numbers together with a symbol e, which satisfies the following properties.

l. Ifz eC, thenz + o = o0, z —o0 = o0 and 220,

oo

2. Ifzis non-zero complex number, then z - co = oo,

= oo,

zZ
0

3. ¢x7-|-oo=<x>,oo-<x)=oo 4 f=‘><’le€(j
z

The extended complex number system is C U {eo} and when represented in a plane geometrically it is
called the extended complex plane and oo is known as the point at infinity in this plane.
To visualise point at infinity, we consider the unit sphere with centre at z = 0 and the complex plane

7 is a diametral plane.
Let P represent the complex number z in the complex plane 7.

Z A

NO,0,1) p

____________

\:_/
5(0, 0, -1)
X

Fig. 15.4
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Let the line joining P and north pole N of the sphere meet the surface of the sphere at P’. Thus, to each
complex number z, there corresponds only one point P’ on the sphere. Conversely for each point P” on
the surface of the sphere, other than N, there corresponds only one point z in the plane . But there is
no point in 7 which corresponds to N. By defining point at infinity e corresponds to N, we obtain a
one to one correspondence between points of the sphere and the points of the extended complex plane.
This correspondence is a central projection with centre of projection N(0, 0, 1).

The sphere is known as Riemann sphere and the correspondence is called a Stereographic
projection.

Note The extended real number system contains two symbols « and — with R. But the extended
complex number system contains one symbol = with C.

15.1.3 Neighbourhood of a Point and Region

1. By a neighbourhood of a point z; in the complex plane
we mean the set of all points of the complex plane inside
the circle with centre z,. i.e., the interior of the circle
| z-2z, | = r. The interior is an open circular disk.

A &-neighbourhood of z, is the open circular disk
| z-z, | <o.

A deleted 8-neighbourhood of z,is 0 < |z -z, [ <

i.e., the open circular disk punctured at z is the deleted
neighbourhood

2. Aset Sis open, if it contains none of its boundary points.
eg |z |<l.

3. Anopen set S is connected if every pair of points z, and
z, in it can be joined by a polygonal line consisting of
finite number of line segments joined end to end.

For example, the set|z | <1 is connected =
1<|z|<2
and the set 1 <| z | < 2 is connected. .

Fig. 15.6

The region 1 < | z | < 2 is an open annulus as shown in Fig. 15.6

4. An open connected set is called a domain.

e.g. Any neighbourhood of a point z is a domain

i.e., any open disk is a domain.

A domain together with some, none or all of its boundary points is called a region.
6. A setis closed if its complement is open.

9]

e.g. |z |<1is aclosed set because its complement | z | > 1 is open.

15.2 LIMIT OF A FUNCTION

Definition 15.2  Let f'be a function defined in some neighbourhood of z, except possibly at z,. We say
a complex number w,; is the limit of f{z) as z tends to z if for any € > 0, there exists a 8 > 0 such that

| f(2)—w, [<e for |z-z,|<5.
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Symbolically, we write lim f(z) =w,,.

vy \ v

u
Fig. 15.7
Note
1. When the limit exists it is unique, in whatever direction, z approaches z .
2. Suppose f(z) = u(x, y) + iv(x, y) is defined in a neighbourhood of z | = x; +iy .
Then lim f(z) = u, +iv, if and only if
li = and li ) =
()o(oy ’yo)u(x,y) "o (1200 ’yo)v(v,y) Yo
. . 1 . 1
3. limf(z)=w if l1mf(—)=w, limf(z)=o if lim( J=0
z o0 20 z 25z 2z, f(Z)

and limf(z)=o if lim;zo

z—>0 1
()
z
15.2.1 Continuity of a Function
Definition 15.3  Let f'be a function defined in a neighbourhood of z, (including z,). fis continuous at
the point z if limf(z)=/f(z,).

This means that for continuity at a point.
limiting value = function value at the point.
A function f'is continuous in a region R of the complex plane if f'is continuous at each point of R. If
f(@)=u(x,y)+iv(x,y) and if f(z ) =u, +iv,, then

limf(z)=1(z,) if and only if

1 = and 1 =
(xy)li?xlo,y(nu(x’y) "o (xy)li?xln,y(nv(x’y) Vor
15.2.2 Derivative of f(z)
Definition 15.4 Let /' be a function defined in a neighbourhood of z,. The derivative of f at z, is

ey = tim L E) S @)

zzy Z_ZO

, if the limit exists.



SuccessClap: Best Coaching for UPSC Mathematics : For Info- 9346856874
Checkout ->22 Weeks Study Plan, Videos, Question Bank Solutions, Test Series

When f’(z,) exists, we say the function fis differentiable at z .
A function is differential in a region R if it is differentiable at every point of the region R.

Note
. Putz-z,=Az .. as z—>z,, Az—=>0
[z, +Az)=f(z,)
th 4 = O 0
€n f(z,) Alzlr—l;l() Az
Ifw =f(z), then Aw =f(z+Az)—f(z)
the derivative at any point zis f’(z) = limw = lim A_w=d_w
Az —0 Az Az -0 Az dz

2. If a function fis differentiable at z,, then it is continuous at z,. But the converse is not true.
i.e., if fis continuous at z,, then it need not be differentiable at z.

EXAMPLE

Consider the function f(z)=z =x —iy, wherez =x +iy.
It can be seen that f{z) is continuous at z = 0, but not differentiable at z = 0.
Here u(x,y)=x and v(x,y)=—-y

li =limx=0 and li =lim(-y)=0
W)lggo’o)u(x,y) limx an (x’y;ggo,o)v(x,y) )}gg( »)

limf'(z)=0=/(0)
. fiz) is continuous at z = 0.

lim SO Z=0 i E
z—0 Z—O Z*}OZ—O 250 7

Now

Choose the path z = 0 along y = mx

. Z .. X—mXx . 1l—=im 1-im
then lim= = lim—— =lim——=—
20z x00 x +imx >0l+im 1+im

y—=0 y—0

which varies with m. So, the limit is not unique.

Hence, lim = does not exist. .- fz) is not differentiable at z = 0.
z-0 7

15.2.3 Differentiation Formulae
If fiz) and g(z) are differentiable at z, then

1. di(cf(z)):cf'(z), where c is a constant. 2. di(f(z)ig(z)):f'(z)ig'(z)
Z A

. L g =f g e @) 4 i(f (2))=g(z)f'(z)'f ()g") ifg(z)#0
z &=\ g) [2G)]
d

5. di[f(g(z W=/ "Te(=)]-g") 6. Lzmy=nz
/z dz
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15.3 ANALYTIC FUNCTION
The concept of analytic function is the core of complex analysis. Unlike differentiable functions,

analytic functions have many additional properties.

Definition 15.5

A complex function f{z) is said to be analytic at a point z, if f{z) is differentiable at z, and at every
point of some neighbourhood of z.
A function is analytic in a domain D if it is analytic at each point of D.

Note An analytic function is also known as regular function or holomorphic function.

15.3.1 Necessary and Sufficient Condition for f(z) to be Analytic

Theorem 15.1 The necessary and sufficient conditions for the function f{z) = u(x, y) + iv(x, y) to be
analytic in a domain D are

1) B_u’ a_u’ a_v, i are continuous functions of x and y in the domain D.
ox dy ox dy

(i) du_v and u__ ie,u =v, and u, =—v_.
ox dy dy ox g !

The second condition u,=v, and u,=-v_are known as Cauchy-Riemann equations or briefly
C-R equations.

Proof Necessary condition
Let fiz) = u(x, y) + iv(x, ) be analytic in a domain D then f”(z) exists at any point z in D.

L€/ ()
Az —0 Az

exists.

1)

We know that when f’(z) exists, it is unique.
i.e., it is independent of the path along which Az — 0
Let z=x + iy, then Az = Ax + iAy. As Az — 0, Ax > 0 and Ay — 0.

£(z) = lim u(x+Ax,y +Ay)+iv(x +Ax,y + Ay) —[u(x,y) +iv(x,y)]

A Ax +iAy
= [ O ALY + AY) —uCe, )] v+ Ax,y + Ay) —v(x,y)] (1)
Aro0 Ax +iAy Ax +iAy

We shall find the limit Az — 0 along two paths.
Let Az be real so that Ay = 0 and Az = Ax, so Az — 0 = Ax — 0 i.e., the path is parallel to x-axis.

[”(X+Aan)—u(an/)]+i [V(X +Ax,y)—v(x,y)]]
Ax Ax

L) = f'(z)zgmo[
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= 7z )—‘3—2+z% @

Let Az be purely imaginary so that Ax = 0 and Az = iAy.
So,Az— 0= Ay — 0. i.e., the path is parallel to the y-axis.

[(x,y +Ay) —u(x,y)] 4 v(x,y +Ay)—v(x,y)]
iAy iAy

S () > f)=lim {

Ay —0

18u av ou av

e (3)
i ay ay dy ay
Since f”(z) is unique, from (2) and (3), we get
ou .odv ou dv
—+i—=—i—
ox  Ox dy ay
Equating real and imaginary parts, we get
du _dv v du
— and —=
ox ay ox 8y
u=v and wu =-v ]
x y y x

Sufficient condition

Let fiz) = u(x, y) + iv(x, y) be a complex function with continuous partial derivatives i.e.,

gu gu ?)_v a_v exist at each point of a domain D and satisfy C-R equations, then f{z) is analytic.
X dy ox

Proof f(z) satlsﬁes C-R equations.

ou _dv dau_ v

- —_y 1
ox dy n dy ox M

We use Taylor’s series expansion for a function of two variables.

o I 2 9°f If L 20
+h,y+k)= ,V)+ +k h" —+2hk——+k +--
[t hy+k) = f(x,7) ( = ay] 2,( ot 2k S
Now f(z+Az)=u(x+ Ax, y+ Ay)+iv(x + Ax, y+ Ay)
=u(x,y)+(g Ax+g—§Ay)+l|:v(x y)+(§ Ax-i-g—; y):|
[omitting second and higher degrees of Ax, Ay]

N G R b

u ov Ju ov
= Wi | av+| 242 |a
f(Z)Jr(axHax) +(ay+layj Y
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= f(z+Az)—f(z):(a—u+ia—vJAx+ a—u+ia—v Ay
ox Ox )y  dy
u . ov Jdv . du
= —+i— |Ax+| ——+i— |A fi 1
(ax“ax) +( ax+’ax) Y {rom (1)
=(8_u ia—v)Ax+(a—u+ia—v)lAy
dx  dx ox X
=(a—u+za—)(Ax+iA )=(—u+ia—v)Az
ox ox
[G+A)=/() _u v
Az S ox ox
[ LG+ =f () _u oy
Az 0 Az ox  Ox
Since a_u’a_v exist at any point of D and are continuous, 1imw exist in D.
X ax Az =0
du .dv

= f’(z) exists inDandf’(z):a—_H‘a— inD.
X x

So, derivative exists at every point and in a neighbourhood of it.
f(z) is analytic in D. |

Note
1. To prove a function is analytic in a domain, it is enough we show that it is differentiable at each

point of the domain.
2. When we say a function is analytic, it is to be understood that it is analytic in a domain D.

15.3.2 C-R Equations in Polar Form

The polar form is derived under the assumption z # 0.
We know the transformation of cartesian to polar coordinates are
x =rcos0, y =rsin@

z =x+iy = r(cos®+isin@) = re”

f@)=u+iv =f(re") (1)
Differentiating (1) partially w.r.to » and 0 we get
du . ov 0. i
i = ’ i Lol 2
or lar S (reT) e 2)
and a—u+ia—v =f"(re") - ire”

00 00
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1ou 19v o i i du 10dv 0 i
22 i Lol = _ . ’ i i 3
a0 o0 ) e)e 90 e e ®)
From (2) and (3), we have

8u+,8v —ia_u 18_\/

=

— 4 — = 4+ —

or odr r 00 r 00

Ju 1av Ju v
=~ and %=,

=— and —
or rdo 00 or
which are the C-R equations in polar form.

Definition 15.6 Entire Function

A complex function f'is said to be an entire function if it is analytic in the entire complex plane (finite
plane).

For example: A polynomial function P(z) = a,+ az+az*+ --- +az', a # 0 is an entire function,
since it is differentiable everywhere in the plane.

WORKED EXAMPLES
EXAMPLE 1
Show that f(z) = . 1_1 is analyticatz =1 + i.
Solution.
Given f2)= L
z -1

We have to show that u, U, v, Vv, are continuous in some neighbourhood of z = 1 + i and the C-R
equations are satisfied in this neighbourhood. z=1+i=x=1,y=1

1 1 1 (x=D-iy

LS Sy U Sl N
x—1 -y
J)=—2"1  and )=
u(x,y) oDty a v(x,y) oDty

Since u(x, y) and v(x, y) are rational functions of the real variables x and y and are defined at (1, 1) and
in a neighbourhood of (1, 1), u, Uy Vo V, exist and are continuous.

" [ =D’y 1= =02 =) _ ' —(x -1

‘ (=D +y°F L= y°T
-1 —2y(x-1)
S e N e
L, oy (D2 - _ (x-D
B (CE VE S O & [ =1 +»°T
I (6.3 V i3 0 K8 G 210 R el eV
' [ =D +y°T (=D +y°T

x

o u=v, and u =-v
So, C-R equations are satisfied. .. f(z) is analytic.
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EXAMPLE 2
If f(z) is analytic at a point, then cf{(2) is analytic at that point for any constant ¢ # 0.

Solution.
Let f(z) be the analytic at the point z, = x, + iy, and fiz) = u + iv
. C.R equations are satisfied at z,.

u,=v,  and u =-v atthispointz.

x

Let g)=cfz)=clu+ivy=cu+icv=U+iV
where U=cu and V=cv
U=cu=cv, and V=cv =-cu,
U=cu and V=cv
y ¥y ¥y ¥y
us=>v, and U=-V.

Here U and V satisfy C-R equations.
U, Uy V, V) are continuous, since u, U, v, Vv, are continuous.

Hence, cf(z) is analytic.

EXAMPLE 3

If u + iv is analytic, show that v — iu and —v + iu are also analytic.

Solution.

Given f(z) = u + iv is analytic in a domain D.

Let @) =u+iv

We know that if f{z) is analytic, then cf(z) is analytic for any constant ¢ # 0 [by example 2]
Take ¢ = i, then if(z) is analytic.

But ifz)=ilu+ivy=iu+itv=—v+iu

~. =V + iu is analytic.

Take ¢ = —i, then —if(z) is analytic.

But —iflz) =—i(u+iv)=—iu—i*v=v—iu.
~. v —iu is analytic.

Hence, if u + iv is analytic, then —v + iu and v — iu are analytic.
EXAMPLE 4

If f(z) and f(z) are analytic functions prove that £{7) is a constant.

Solution.

Let f2)=u+iv L f@E)=utiv=u—iv

Given f(z) is analytic .. it satisfies C-R equations.
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u, =v, and u, =-v, (D
Given f(_z) is also analytic. . it satisfies C-R equations.

u =-v, and u, =v, ()
From (1) and (2), 2u =0 and 2u =0
= u =0 and u,= 0

o uisaconstant = u=c,
Also v.=0 and v =0
: visaconstant = v=c,

fD)=u+iv = flz)=c, +ic, is a constant.

EXAMPLE 5
Find the analytic region of f{(z) = (x — y)* + 2i(x + y).

Solution.
Given ) =@x—y)*+2i(x+y)
= u+iv=(x—-y)>*+2ix+y)

u=(x-—y)> and v=2(x+y)
u =2x-y) and v.=2
u,= —2(x =) and v =2

Since « and v are polynomials, their partial derivatives are continuous everywhere.
For analyticity, it should satisfy C-R equations, u =v,, u,=-v

x

u, = vy and uy =—v,
= 20x—-y)=2 and 2(x—-y)=-2
= x—-y=1 and x-y=1

... for points on x — y = 1, C-R equations are satisfied.
Hence, f(z) is analytic for points onx —y = 1.

EXAMPLE 6
Prove that an analytic function with constant modulus is constant.

Solution.
Let f(z) = u + iv be the analytic function.
Given | fiz)| is constant.

|u+iv|=~u®+v? is constant. .. u? +v2=C
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where C is a constant. D)
Differentiating (1) partially w.r.to x and y, we get

2uu +2vv =0 and  2uu, +2vv, =0
= uu, +vv, =0 (2) and uu, +vv, =0 (3)
But given f{z) is analytic.
. it satisfies C-R equations. . u, =v, and u,=-v,
(2) and (3) becomes uu_+vv =0 and —uv, +vu =0
= uu_+vv =0 @) and vu_—uv_ =0 (5)

Treating (4) and (5) homogeneous linear equations in u, v_

we have D=

If D#0, thenu_=0,v_=0 is the only solution.
Using C-R equations, we get v,=0,u=0

Thus, u =0, u, = 0 = wu=c,aconstant.
and v.=0, v=0 = v=c,aconstant.
fz)=u+iv=c, +ic,isa constant.

If D=0, then w+1v'=0 = u=0,v=0
f(z) =0, which is a constant.
- flz) is always a constant.

EXAMPLE 7
Show that an analytic function with constant imaginary part is constant.

Solution.

Let f{z) = u + iv be an analytic function, where v is a constant and let v=c,.

. v,=0 andv =0.
Given f(z) is analytic. .. it satisfies C-R equations
u=vandu =-v = u=0andu =0 = wuisaconstantand letu=c,.

s f=utiv=c tic, =  flz) = constant.
EXAMPLE 8
Test whether the following functions are analytic or not.

1. fr)=2 2. w=singz

— 2
3. fz) =z 4. f(z)=]z|

5. fRy=2xy +i (x> — )Y
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Solution.
1. Given finy=2 = u+iv=x+iy) =x>—y*+2ixy
u=x>-)* and v=2xy
u =2x and v =2y
u,=-2y and v,=2x
u=v, and u,=-v,

Hence, C-R equations are satisfied for all x and y and the partial derivatives being polynomial in
x, y are continuous everywhere in the complex plane.

*. flz) is analytic in the entire plane.

So, it is an entire function.

2. Given w=sinz
u+iv =sin(x +iy)

= sinx cos(iy )+ cosx sin(iy ) = sinx coshy +icosx sinh y

u =sinx coshy and v =cosx sinhy
u, = cosx coshy and v, =-—sinxsinhy
u, = sinxsinhy and v, =cosx coshy
u, =v, and u,=-v,

Hence, C-R equations are satisfied at all the points and the partial derivatives are continuous at

all the points.
" the function is analytic at all the points. So, it is an entire function.
3. Given fiz)=z

If z=Xx+iy, then Z=x-1y Sutiv=x—iy
u=x and v=—y
u =1 and v.=0
u,=0 and v =-1

U FEY and u,=-v forall x, y .. C-R equations are not satisfied anywhere.

Hence f(z) is not analytlc anywhere.

4. Given f(z):|z|2
If z=x+iy,‘Ehen|Z|2=xz+y2
u+iv=x*+y*
u=x>+y>* = u, =2x and u =2y
and v=0 = v.=0 and ‘;y:
We see u=v = x=0 and u=-v. = y=0

x ¥
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So, C-R equations are satisfied at (0, 0) and C-R equations are not satisfied for (x, y) # (0, 0).
Hence, f{z) not analytic for all z including z = 0.

5. Given D) =2xp+i(x*=))) = u+iv=2xy+i(x*—)7?)
: u=2xy and v=x>—)?
u =2y and v, =2x
u,= 2x and v, = -2y
uFv, and u#—v,

Hence, C-R equations are not satisfied except (0, 0).
Hence, f{(z) is not analytic at any point.

EXAMPLE 9

Show that the function defined by £ (7) =, /| xy | is not analytic at origin, although C-R equations
are satisfied.

Solution.

Given f(z):,/|xy|,wherez:x+iy

= u+iv=d|xy| :>u=‘/|xy|,v=0

du _ 1imu(x,O)—u(O,O) _ lim0—0 _

At the origin, 0
ax x—0 X x>0 X
du _ ]imu(O,y)—u(0,0) —lim 0-0_ 0
ay y—0 y y—0 y
Similarly, a_v =0, 8_v =0
ox dy

u_ov and a—uz—a—v:uxzvy and u, =-v

e dy dy ox

x

Hence, the C-R equations are satisfied at (0, 0).

Now £y tim OO _p =0 |
z—0 z

— 20 x+iy 20 x+l'y
If z — 0 along the straight line y = mx, thenx — 0,y — 0.
N I A B 1

£7(0) = lim =

=0 x +imx 20 (1+im)x -0 1+im  1+im

Since the limit depends on m, for different paths, we have different limits. So, limit is not unique and
hence f”(0) does not exist. Thus, f(z) is not analytic at z = 0, even though C-R equations are satisfied
at the origin.
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EXAMPLE 10
2
If w = f{z) is analytic prove that d_w = a_w =—i a_w where z = x + iy and prove that ow =0.
dz  Ox ay 0707
Solution.
Given w = f(z) is analytic.
Let w=u + iv, then u, v satisfy the C-R equations. .. u_= v, and u,=-v, (1)
dw du .dv ow
Now —=f'(z)=u_+i :_+_:_ =
dz S@)=u i, ox  dx (w+mv) ox
Also AU S——
dz | ’
=v, —iu, [Using (1)]
ou .Jv . ) .ow
=—i(u, +iv,)=—i +i— |==i—(u+tiv)=—i—
e T ~Ciochat
dw _w __;ow
dz  ox dy
Since z =x+iy, zZ=x-1y
z+z =2x = x=Z+Z and z—-z =2y = y:Z_Z
2 2i
dx 1 ay 1
= d A
z 2 7 2
Now u(x, y) and v(x, ) can be considered as functions of z and z .
dw _dude by v dx v dy
dz 0x dz7 ay Tz ox 0z dy oz
du 1 au(—l) fov 1 av( 1 )
ox 2 dy\2i ox 2 ay 2i
_Ljou_ov +2 il ov, ou (0) +L (0) [using C-R equations]
2 ox 9y ax ay
2
aw 0 = o‘w _
0z 0z 07
Note
1. a—W =0 = w isindependent of z .
oz
ow of . .
= =0 or = =0 is called the complex form of the C.R equations of f{z).
Iz Iz

2. Infact, we have proved the result, every analytic function f{z) is independent of z.
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EXAMPLE 11
FCA+i)—p A —i)
ffiz)= xt+y? »c
0, z =0,

Prove that f{z) is continuous and the C-R equations are satisfied at z = 0, yet f’(0) does not exist.

Solution.
31— v (1= 3 i}
Given flo=2 D=y A=) _x my Hix 1Y) 220
X +y X +y
3 3 3 3
- +
If Az) = u + iv, then u=""2_ and v=""L
X +y X +y
Sincez#0,x#00ry=0
". u, v are rational functions of x and y with non-zero denominators.
So, u and v are continuous and hence f{z) is continuous for z # 0.
To test the continuity at z = 0, we shall transform to polar coordinates.
x=rcosB, y=rsin®, 2=x*+)7?
then u = r(cos’ @ —sin’ §) and v =r(cos’ @+sin’ @)
Whenz—0,r >0
: limu = lim r(cos’@—sin’0) =0
and limv =1lim (cos’ @ +sin’ 0) =0
lim/(z) = limu +ilimy = 0=/(0)
.. f(z) is continuous at z = 0.
Hence, f{(z) is continuous for all values of z.
Now we shall verify C-R equations at (0, 0)
M _ i 40D =(00) _ Y20y
ax x—0 X x=0  x x—0
a_u = lim U(O,y) _M(0,0) = lim 0 -y =1
ay y—0 y y—0 y
av _ limv(x,O)—v(O,O) lim ™ -0 _ |
ax x—=0 X x—=0  x
¥ v(0)v(0.0) oy -0
ay y—0 y y—0 y
du_ v d u__ v = u =v, and u, =-v,

—=— and —=
dx dy dy ox
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. C-R equations are satisfied at (0, 0).

3.3 (3 3y
20 z 20 (xTHy )X +iy)
Letz — 0 along y =x, thenx — 0, (y — 0).

. 2ix? 2i
“0)=lim———7— == 1
S =02 (I+i)x 1+ M
L , . X +ix’ .
Now let z — 0 along the x-axis (i.e., y = 0), then £7(0) = lim — =1+ 2)
x—0 X

Since limits (1) and (2) are different, the limit does not exist.
- f7(0) does not exist.

EXAMPLE 12

Find the values of @ and b such that the function f{z) = x* + ay* — 2xy + i(bx* — y* + 2xp) is
analytic. Also find f'(z).

Solution.

Given fz)=x2+ ay* — 2xy + i(bx* — Y2+ 2xy)

= u+iv=x>+ay> =2xy +i(bx’ —y*> +2xy)

- u=x>+ay’ —2xy and v =bx’—y’+2xy
= u, =2x-2y and v, =2bx+2y

u, =2ay =2x and v =-2y+2x

==
Since f{z) is analytic in a domain D, it satisfies C-R equations in D.
u,=v, and u, =-v_ inD.
2x — 2y =—-2y + 2x, which is true for all x and y in D.
and 2ay — 2x =—[2bx + 2y]
= 2ay —2x=-2bx—-2y Vx,ye D.
.. comparing the coefficients of x and y on both sides,
2a=-2 = a=-1 and -2b=-2 = b=1
Ju . Jv
Now "(z)= —+i—
/@) ox  Ox
=2x-2y+i(2x+2y)
=2(x+i*y)+2i(x+y) [-b=1]
=2[(x+iy)+i(x+iy)]=2(1+i)(x+iy) =2(1+i)z
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EXAMPLE 13
Find a such that the function f{z) = r’c0s20 + ir’sin a0 is analytic.

Solution.
Given fiz) = 2c0s20 + ir? sina® is analytic in a domain D.

u+iv =r*cos20+ir’ sinad

u=r"cos20 and v=r’sinad
= %: 2rcos20 and a_v: 2rsina®
r or
ou =-2/%sin20  and v =ar’ cosa®
00 00

Since f{z) is analytic, it satisfies the C-R equations in polar coordinates.

a_u:la_v = 2rcos20 =arcosa0 (1)
or rab
and a_” = _ra_v
00 or
= —2r*sin20=-2r’sina® — r’sin20=r>sina® ()
These two equations are true for all »and 0, ifa=2. .. a=2
EXERCISE 15.1

1. Iff{z) is analytic in a domain D and f’(z) = 0 for all z € D, then show that f{z) is a constant.
2. Prove that an analytic function with constant real part is constant.
3. Test the following functions are analytic or not.

(i) M) =z|z] (i) flz) = 2xy +i(x* = *)
(iii) fz)=log,z (iv) flz)=2* [putz=re®]
W) flio) =€ (Vi) flz) =xy + iy
(vil) flz)=2"+z (viii) fiz) =e* (cosy —i sin y)
X’y (x +iy)
4. Examine the nature of the function f(z) =< x*+y" forz #0
0 forz =0

in a region including origin.
Is f(z) = z" analytic? Justify.
6. If f{z) = u + iv is analytic in a domain D, then prove that f{z) is constant if arg f{z) is constant.

9]

u
7. Shown that f(z) = x(x + iy) is differentiable at origin, but not analytic there.

[Hint: arg f(z)=tan™" Y is constant = ¥ is constant = ¢ = v = cu]
u
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8. Show that f{z) = e*(cos y + i sin y) is analytic in the finite plane. Find its derivative.
9. Show that f{z) = e (cos x + i sin x) is differentiable every where in the finite plane and ’(z) = f(z).
10. Show that ¢’ (cos x + i sin x) is nowhere differentiable.

11. Show that f(z)=\/;(cosg+ising), r>0, 0<0 <2 is analytic. Find /”(2).

12. Verify whether w = (x? — > — 2xy) + i(x* — y* + 2xp) is an analytic function of z = x + iy.

13. fu=x*-),v=-— then prove that u + iv is not an analytic function.

x> +y?

14. Determine P such that the function f'(z) = %10ge (x2 +y 2 )+i tan”! P_x be an analytic function.
Yy

ANSWERS TO EXERCISE 15.1
3. (i) not analytic (i) not analytic
(iii) analytic, exceptz=10 (iv) analytic (v) analytic
(vi) not analytic (vii) analytic (viii) not analytic
4. C-R equation are satisfied at z = 0, but f’(0) does not exist.
5. Analytic 12. wis an analytic function of z. 14. P=-1

15.4 HARMONIC FUNCTIONS AND PROPERTIES OF ANALYTIC FUNCTION

Definition 15.7 A real function ¢ of two variables x and y is said to be harmonic in a domain D if it
’d b
+—=0.

ox> oy’

Note Harmonic functions play an important role in applied mathematics. For example the temperature
T(x, y) in thin plates lying in the xy-plane are harmonic. The practical importance of complex analysis
in engineering mathematics results from the fact that both the real and imaginary parts of an analytic
function satisfy Laplace’s equation which is the most important equation in physics, electrostatics,
fluid flow, heat conduction and so on.

has continuous second order partial derivatives and satisfies the Laplace equation

Property1 If f(z) = u + iv is analytic in a domain D, then # and v are harmonic in D.

Proof Given f{z) =u + iv is analytic. Then its component functions « and v have continuous first order
partial derivatives and satisfy the C-R equations in D.

u=v and u =-v
X y v X

ie., a—u:a—v (D) and a—u:—a—v 2)
ox dy dy ox
Differentiating (1) w.r.to x and (2) w.r.to y we get
azu azv 8214 azv
— = 3 and — = 4
ox®  0xdy ©) 9y’ dyox @

Since u,u, v, v, are continuous, the mixed second derivatives are equal.
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v I
oxdy dyodx
o’u 0’u du  du
Y = - 5 = T 5 + > = 0
ox dy ox~ dy
Hence, u is harmonic.
Now differentiating (1) w.r.to y and (2) w.r.to x we get
du v o’u v
= I 2 and = -
dyox dy 0xdy ox
Y Y v v
—=-— = —+—=0
dy Jx ox* 9y
. v is harmonic. n

Note The theory of harmonic functions is called potential theory.

Property2 Iff(z) = u + ivis an analytic function, then the level curves u(x,y) = ¢, and v(x,y) = ¢,
form an orthogonal system of curves.

Proof Given f{z) = u + iv is analytic in a domain D.
. u and v have continuous partial derivatives and satisfy C-R equations.

u, =v, and u, =-v inD. (1)
Let u(x, y) = C" and v(x, y) = C” be two members of the given families intersecting at P(x, ).

Then du=0 = a—udx+%dy20=>dl:—u—"
ox dy dx u

y

The slope of the tangent at the point P(x,, y,) to the curve u(x, y) = " is

dy _ u,
m, =—=-——
"odx u

y

Similarly, the slope of the tangent at the point P(x, y,) to the curve v(x, y) = C” is

_dy _ v,
P dx v,
NOW mlmz ) (__YJ’(_V_XJ
u, v,
Ve M Ve -1 [using C-R equations (1)]
u, v, v, ou

*. the curves cut orthogonally.
Hence, the two systems of curves are orthogonal. |
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Note

1. The level curves u = constant are called equipotential lines. In the application of fluid flow for a
given flow under suitable assumptions there exists an analytic function.
fz) = u(x, y) + iv(x, y) is called the complex potential of the flow such that the curves
v(x, ) = ¢, are the stream lines and the curves u(x, y) = c, are the equipotential lines. So, the
function v is called stream function and the function u is called the velocity potential.
In heat flow problems the curves u(x, y) = ¢, and v(x, y) = ¢, are known as isothermals and heat
flow lines respectively.
2. Property (1) says if f{z) = u + iv is analytic then u and v are harmonic functions. However, for any
two harmonic functions « and v, u + iv need not be analytic.

For example, consider u =x, v=-y, thenu_=1, v.=0
u =0, v =-1
u =0, u =0
xx vy
u +u =0 and v +v =0
xx yy XX Y

i.e., u and v are harmonic functions.
Butu #v, and so, C—R equations are not satisfied and hence u + iv is not analytic.

Definition 15.8 If two harmonic functions u and v satisfy the C-R equations in a domain D, then
they are the real and imaginary parts of an analytic function f'in D. Then v is said to be a conjugate
harmonic function or harmonic conjugate function of « in D.

Note that the word “conjugate” here is different from the one used in defining z.

15.4.1 Construction of an Analytic Function Whose Real or Imaginary Part is Given

Milne-Thomson Method
Let flz)=u(x,y)+iv(x,)) (1)
Since z=x+1iy,z =x—iy, then x:%(z+z_) and y:%(z—z_)
i
z+z z—-Z |lz4+z z-Z
= > + >
/@) ”[2 2]”[2 21‘}

Considering this as a formal identity in the two independent variables z, z, putting z =z, we get

2) = u(z, 0) + iv(z, 0) )

.~ (2) is the same as (1), if we replace x by z and y by 0.
This is valid for any function of the form f{x + iy).
This method provides an elegant method of finding an analytical function f{z) when its real part or
imaginary part is given. It is due to Milne-Thomson.
1. Let u(x, y) be the given real part of an analytic function f{z).

We have to find f{z) and its imaginary part v(x, y).
Since u(x, y) is given, find a_u and a_u
ox dy
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Since flz) is analytic f”(z) = u_+ iv,

=u, —iu,=u(x,y)—iulx,y) [ u,=-v,C-R equations]
By Milne-Thomson method,
f@=u(z,0)—iufz0) [replacing x by z and y by 0]

f(@) =, (z.0)=iu, (z,0)dz +c

where c is an arbitrary complex constant of integration.
Then separating real and imaginary parts, we find v(x, y).

2. Suppose the imaginary part v(x, y) is given, find g—v,g—v
X oy

f@)=u +iv, =v +iv, =v (x,y)+iv (x,y) [by C-Requationsu, =v ]
= f(z)=v,(z,00+iv (z,0)
By Milne-Thomson method,
f(z)= '[[vy (z,0)+iv (z,0)dz +c¢ [replacing x by z and y by 0]

Then we find u(x, y) by equating real parts.

Working rule: Milne-Thomson method

1. If real part u(x,y) is given, to find f(z) = u + iv
Step 1: Find u (x, y), u(x, y)
Step 2: Find u (z, 0), u(z, 0) [replacing x by z and y by 0]
Step 3: f'(z) = uz, 0) —iu(z,0)

Step4: f(z)= J-ux (z,0)dz —ijuy (z,0)dz +¢

2. If the imaginary part v(x, y) is given, to find f{(z) = u + iv.
Step 1: Find v (x, y), vy(x, ¥)
Step 2: Find v (z, 0), vy(z, 0)
Step 3: f(z)=v (z, 0) +iv (z, 0)

Step4: f(z)=[v,(z,0)dz +i[v,(z,0)dz +c

We shall now obtain the complex form of Laplace equation.
Let u(x, y) be a harmonic function.
+z z—-z

. . — . z
Since z=x+iy and z = x —iy, we have x = Jy=
2i

Hence, u is ultimately a function of z and z.
ou du ox odu dy 1

——t+— ——E(ux —iu,,)

9 ox 9z oz

o’u d l:l . ]
—=——| -, —iu,)
0zdz dz L2 ° 4
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I N S AP
_z[ax(x oty ) az-}
[(u i, )—+u, ., —iu )(—i)]
o xy vy 2i
1 S L1
= Z[(u” —iu, ) +iu,, —iu,,)] T3 =1
! . . 1 . 3
= Z[u” —iu,, +iu, +uyy] = Z[un +uyy] [ u,, = uyx]
o’u u  du o%u
= —t—=4— 1
- Uoti, =492, T ot oze: M
2 2 2
Since u is harmonic, B_u + a— =0 = a_” b
x> 9y’ 0z0z

This is the complex form of Laplace equation.

9° 9’ J°
From (1), we get the Laplacian operator —;+—=4

ox® v’ 9dzoz

WORKED EXAMPLES

EXAMPLE 1

2 2
If f(z) is analytic function of z, prove that (E)a =+ aa 2 )|f(Z) |2 =4|f'(z) |2 .
X Al

Solution.
Given f(z) is analytic and let ~ flz) =u + iv.
Then u and v have continuous partial derivatives and they satisfy C-R equations.

u=v, and u =V, and (@) =u +iv,
@ =ul+v? (1)
Since u and v are harmonic functions, we have
9’ 9’ 9’
T2 T 242
ox* dy 0z 0z

LHS. = (aa_zz+a_22)|f(z)|2

)£ (2))

Since f{(z) is an analytic function, it is 1ndependent of z.
i.e., f(z) is a function of z only.
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Similarly, its conjugate f(z) is analytic function of z only.

So, we can denote]Tz) by /() and write f(x +iy) =1 (x —iy)
0 9 — 0 —_ .0
L.H.s.=4a—z_a—z(f(z)f(z))=4a—z_[f(z)]a—z[f(2)]
=4f'@)f(2)=4"(2) ()
=4)f'()[ =RHS. [ zz7=|z[]

EXAMPLE 2
If f(z) is analytic, then prove that

(aaz )(If(z)l”)— HrE) ) ]
y

Solution.
Let f2)=u+iv.
Since f{z) is analytic, u and v are harmonic functions.
2 2 2

a_z + a_z =4 _?—

ox*  dy dzoz
82 2
a 2

LH.S.=
[ Z0z

J(|f()|)

P
2

- a_a (s f]

2

= aa [/()f(2) (Z)]

2

{[f(z)]z [7E) }

= 4a—z[f(2)]2 a—z(f(Z))2
=2 FELrer e
=P TEOP () F(Z)
=2llrol ] 1rof

=p*| f|" | f ()] =RHS.
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EXAMPLE 3

2

If f{z) is an analytic function of z, then prove that (E)a 5
x

+ 2 Rerof =2l

Solution.
Let flz)=u+iv. Givenf(z) is analytic.

Since Re f{z) = u, we have to prove

3 9 ), JUNT:
—t— z)[.
(8}62 ay’ J /@) |
We have f@=u+iv, .- I/ [ =u? +v?
2 2 2.2 2,2
LHS. = (a_era_zJuz CLANCLS
dx®  dy ox ay
= i(2u-ux)+i(2u-u,)
ox dy !
=2{u-u_ +uf}+2{u-uw +uf}
=2ufu, +u, }+ 20ul + ui)
Since u is harmonic, u Fu, = 0
LHS. =2(u; +u}) = 2(u’ +v?) [ u, =—v,, C-R equation]

=2|f"(z)[" =R.H.S.

EXAMPLE 4

2 2
If f(z) is an analytic function, then prove that [ai|f(z) |:| + [%V(Z) |] =|f'(z) |2 ‘
x y

Solution.
Let f2)=u+iv.

Given f(z) is analytic, then u, v are harmonic functions.

|/ ()| = Vu? +v?

0 1 u
— = 2u—+2v —
ax(|f(2)|) 5 u2+v2( ua +2v

[ |f( )|]2 M

U+V

Similarly, [ |/ (z )|] M

u+v
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B (uu, +vvx)2 +(uu, +vv, )?

o *Ta ?
[ e ] e

2.2 2.2 2.2 2.2
wu +vov, +2uvu v +utu, + vV +2uve v
Y y Yy

2 2
u +v

u(u? +u}2,)+v2 V2 +v2)+2uv(u, v, + u,v,)

u +v?
Wl v+ (v )+ 2uv(u,v, +(-v,)v,)

[u, =-v

¥ )

u, =v,,C.R equations]

@ 2@+ 2uv vy, v v, ]
- u’ +v?
@ )@)[ +0
u? +v?

=@

EXAMPLE 5

Prove that the function u = e%(x cos y — y sin y) satisfies Laplace’s equation and find the
corresponding analytic function f{(z) = u + iv.

Solution.
Given u=e'(x cosy—ysiny)is the real part u of f{z) = u + iv
u = e‘[cos y] + (xcosy —ysin y)e* =e‘cosy+xcosy—ysiny)
u_=e[cos y] + [cos y +x cos y — y sin y]e* = e[2c0s y + x cos y — y sin y]
u,=e[-x sin y — (¥ - cos y + sin y)]
u, = e [—x cos y— (—ysin y+ cos y) — cos y] = e [—x cos y + y sin y — 2cos y]
u tu, = e[2cos y +x cos y — y sin y] + e[—x cos y + y sin y — 2cos y]

=e(0)=0
*. u satisfies Laplace’s equation and so u is a harmonic function.
Now replacing x by z and y by 0, we get

u(z,0)=¢elcos 0 +zcos 0—0]=e(1+z)
uf(z,0)=e(0)=0
By Milne-Thomson method,
f(@)=u(z,0)—iu, (z,0)=(1+z)e” —i0=(1+z)e

Integrating, f(z) =j(1+Z)ede =(+z)e -1 +c=ze’ +c¢
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EXAMPLE 6
sin 2x . . . .
Ify = , find the corresponding analytic function f{(z) = u + iv.
cosh2y + cos2x
Solution.
Given sin 2x is the real part u of f(z) =u +iv

U=——""""—+
cosh2y +cos2x

"y = (cosh2y +cos2x)-2cos2x —sin2x(—2sin2x)
¥ (cosh2y +cos2x)’

_ 2-cosh2y-cos2x + 2cos’ 2x +2sin’ 2x
(cosh2y +cos2x)’

_ 2cosh2y - cos2x +2(cos” 2x +sin’ 2x) _ 2cosh2y - cos2x +2
(cosh2y +cos2x)* (cosh2y +cos2x)’

y - (cosh2y +cos2x)-0—sin2x-2sinh2y  —2sin2x -sinh2y
Y (cosh2y +cos2x)’ (cosh2y +cos2x)’

Replacing x by z and y by 0, we get

_ 2cosh0-cos2z +2

u (z,0)= h0=1
+(2.0) (cosh0+cos2z)’ [cos ]
_ 2(1+cos2z) 2 y — ez
(14+cos2z)’ ~1+cos2z 2cos’z
_2sin2z -sinh .
u,(z,0) = _—2sin2z sinh0__ [+ sinh 0 = 0]

(cosh0+ cos2z )’ -
By Milne-Thomson method,

f'(z)=ux(z,0)—iuy(z,0):seczz -0
f(z)=J‘sec2 zdz =tanz +c¢

EXAMPLE 7
Determine the analytic function f{z) = u + iv such that u — v = ¢*(cos y — sin y).

Solution.

Given fD)=u+iv s fl)=iu—v
Adding, A+d)fr)=u—-v+i(u+v)

Put U=u—-v, V=u+v and F(z)=(1 +i)f(z) s Fo)=U+iV

Since f{z) is analytic, F(z) is analytic.
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Given U=u—-v=e'(cosy—siny)
o U =e'(cosy—siny) and Uyze”(—siny—cosy)
Replacing x by z and y by 0 we get,

U,(z,0)=e’(cos0—sin0)=¢’
U,(z,0)=e"(-sin0—cos0) = —e*
By Milne—Thomson method,

F'(z)=U,(z,0)-iU (z,0)=¢" +ie* =(1+i)e’

Integrating, F(z)= (1 +i)|edz
= Fo)=(1+ie+c
= A+)fzn)=1+i)e+c = ﬂz)zez+c',wherec’=1L
+i

EXAMPLE 8

2sin2x .. . . .
fu+v =— = and f(z) = u + iv is an analytic function of z, find £{7) in terms

e”? +e ™ —2cos2x
of z.
Solution.
Given f)=u+iv s iflz)y=iu—v
Adding, A+)f0)=u—-v+i(u+v)
Put U=u-v, V=u+v, Fiz)=(1+if2) s F=U+iV
Since f{z) is analytic, F(z) is analytic.
Also given Uty = 2sin2x
e” +e™ —2cos2x
- 2sin2x 2sin2x sin 2x

Ce¥ +e —2cos2x  2cosh2y —2cos2x  cosh2y —cos2x

Vo= (cosh2y —cos2x)2cos2x —sin2x(2sin2x)

x

(cosh2y —cos2x)’

_ 2[cosh 2y cos2x —(cos’ 2x +sin’ 2x)] _ 2(cosh 2y cos2x —1)

[cosh2y —cos2x] [cosh2y —cos2x ]

(=D
(cosh2y —cos2x)*

2sinh 2y sin2x

V =sin2x- 2sinh2y = —
y

(cosh2y —cos2x)*
Replacing x by z and y by 0, we get
2(coshOcos2z —1)  2(cos2z —1)

V (2.0)= _
+(2,0) (cosh0—cos2z)  (1—cos2z)’ [ cosh0=1]
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_ —2(1-cos2z) _ 3 2 _ 2 _cosec’s
(I1-cos2z)’ l—cos2z  2sin’z
Vy(z,O)zM—O [+ sinh0 = 0]

(cosh0—cos2z)>
Since imaginary part is given, by Milne—Thomson method,

F'(z)=V ,(z,0)+iV (z,0) = 0 +i(—cosec’z ) = —icosec’z

Integrating, F(z)= —iICOSCCZZ dz = —j(—cotz)+c
= (I+i)f(z)=icotz +c
= f(z)=——cotz +——
1+i 1+i
(1—i 1+
=l(—l)cotz+q=—lcotz+cl, where ¢, = —
2 +1i
EXAMPLE 9
Find the analytic function f{z) = u + iv given that 2u + 3v = e*(cos y — sin y).
Solution.
Given 2u + 3v=e"(cos y —sin y) (1)
and f(z)=u+iv
Consider 3 (z)=3u+i3v and i2f(z)=2iu—2v
Adding, B+2i)f(z)=Cu—-2v)+i(Ru+3v)
Put U=3u-2v, V=2u+3v, F(z)=03+2i)f(z)
F)=U+iV
Since f{z) is analytic, F(z) is analytic and intergrating part is
V=2u+3v=e"(cosy—siny) [using (1)]

V =e(cosy—siny) and V,= e (—sin y — cos y)
Replacing x by z and y by 0, we get

V.(z,0)=e"(cosO—sin0) =¢* and ¥ (z,0)=e"(—sin0—cos0)=—¢’
Since imaginary part is given, by Milne—Thomson method,

F'(z)=V (z,0)+iV (z,0)
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= F'(z)=—e" +ie” =(-1+i)e’
Integrating, F(z)=(-1+i0) '[ez dz
= G420 (z) = (=1+i)e" +¢
_(=1+i)e? c
- SO =
_ (3=2i)(-1+i)e” re = (=1+5i)e* e, = c ~
9+4 13 3+2i
EXERCISE 15.2

1. Show that the following functions are harmonic.

(1) u=2x—-x*4+3x)7? i) v(x,y)=- 2)/ > (iii) u=3x%y -y’
X +y
(iv) u =log, x> +y? (v) v =log[(x =1)* +(y —2)*]

2. If w = & + is represents the complex potential of an electric field and s = x* —y* +
determine ¢.
. Find the analytic function fiz) = u + ivifu =e " {(x* —=y*)cosy +2xy siny}.

x*+y?

. Find the analytic function w = u + iv given that v =e " {x cosy + y siny }and w (0) = 1.

. Determine the analytic function f(z) =u+iv whose real part u = e** (x cos 2y —y sin2y).
. Determine the analytic function flz) = u + iv if v = log(x* +y*)+x —2y.

. Show that the function

u =sinx coshy +2cosxsinhy +x>—y>+4xy is harmonic and find the analytic function
f2)=u+iv.
8. Find the analytic function f{z) = u + iv, given that 2u +v = e {(2x +y)cos2y +(x —2y)sin2y}.

NN kA~ W

y _ 1 1
9. If f{z) = u + ivis an analytic function of z=x+iyand, y —v = ¢ —cosx +sinx and f (_) = 2,

then find f(z). coshy —sinx
10. If z) = u + iv is an analytic function of z, then find f{z) if 2u + v = e*(cos y — sin y).

2

2
11. If w=£{z) is a regular function of z, prove that (aa_z + aa_z)loglf»(z) | =0.
X A

12. If f{z) is analytic, then prove that V* log, | f(z) | =0.

13. Determine the analytic function u + iv whose real part u = x> — 3x)? + 3x2 — 3)% + 1.

14. Prove that the function v = ¢™ (x cos y + y sin y) is harmonic and determine the corresponding
analytic function f{z) = u + iv.

15. Show that the function u(x, y) = 3x%y + 2x? — y* — 2y is harmonic. Find the conjugate harmonic
function v and express u + iv as an analytic function of z.
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16. If u =log(x* + »?), then find v and f{z) such that f{z) = u + iv is analytic.
17. Find the analytic function w = u + iv given v = ¢2¥- sin(x? — )?).
x

18. If w=u + iv is an analytic function and v =x* —y* + ——— find u.

19. Find the analytic function f{z) = u + iv if u — v = (x — y)(x* + 4xy + 7).

. . . +sinx —e™ .
20. If f{z) = u + iv is an analytic function of z and u —v = coSYTSAXTe , find f(z) given that

2(cosx —coshy)
f(E) = 0.

21. Determine the analytic function f{z) = u + iv given that 3u + 2v =)? — x* + 16xy.

ANSWERS TO EXERCISE 15.2

Y

2. b=-2xy +—5—+c 3. le) =2 e +c 4, w=ize*+1
X" +y
5. flz)=ze* +c 6. fiz) = (i — 2)z + 2ilogz + ¢ 7. fz)=(1 = 2i)(sinz +22) + ¢
1-i 1+3i
8. flz)=ze* +c 9. f(z)=cot%+—2£ 10. f(z)=( +53l)e-’+c
13. 22+ 322+¢ 14. ize” + ¢ 15. v=4xy—x*+3x)* +c,
- y iz? — y
16. v =2tan l;+c2 17. f(z)=e" +c 18. ”—_zxy+x2 )? ¢
19. f(z)=—iz" +c, 20. f(z):%(l—cot%) 21, f(z)=(1-2i)z%+c".

15.5 CONFORMAL MAPPING

In this section we study mappings w = f{z) which map curves and regions from one complex plane
to the other complex plane. We will discuss how arcs and regions in z-plane are transformed to the
w-plane by some elementary functions and bilinear functions.

Conformal mappings transform curves and domains from one complex plane to the other with
regard to size and orientation. Conformal mappings play an important role in the study of various
physical phenomena defined on domains and curves of arbitrary shape. Smaller portions of these
domains and arcs are conformally mapped by analytic functions to well-known domains and arcs and
then studied.

We know that the circle x> + ) = 1 in the xy-plane can be written parametrically as x = cost,
y=sint, 0 <t < 27

In the complex plane we write this as

z(t)=cost+isint, 0 <t < 2.

Definition 15.9 Arc
An arc in the complex plane is a set of points z = (x, y), if x = x(f) and y = y(f) are
continuous functions of ¢ in the interval [a, b].
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Complex Integration

16.0 INTRODUCTION

Integrals are extremely important in the study of functions of a complex variable mainly for two reasons.
Some properties of analytic functions can be proved by complex integration easily. For instance, the
existence of higher derivatives of analytic functions. Secondly in applications real integrals occur
which cannot be evaluated by usual methods, but can be evaluated by complex integration.

We know that definite integral of a real function is defined on an interval of the real line. But integral
of a complex valued function of a complex variable is defined on a curve or arc in the complex plane.
A complex definite integral is called a (complex) line integral.

Definition 16.1 Contour

A contour is a piecewise smooth path consisting of finite number of smooth arcs joined end to end. An
arc is given by an equation z(¢) = x(¢) + iy(f), a < t < b, where x(¢) and y(f) are continuous functions of 7.

16.1 CONTOUR INTEGRAL

Definition 16.2 If f{z) is a function of a complex variable z which is defined on a given arc or curve C

in the complex plane, then the complex line integral is written as J f(z)dz.
c

If the equation of C'is z(#) = x(f) + i)(#), a < t < b and C is the contour from z, = z(a) to z, = z(b),

then we write j f(z)dz.

If f(z) is piecewise continuous on C then f[z(¢)] is piecewise continuous on [a, b]. We define the
line integral or contour integral of f'along C as

[r@)dz = [lz0)] z"@)ar (1)
C a

If fiz) = u(x, y) + iv(x, y), then
Jf(z)dz = J(u+iv)(dx +idy)
C C

= I(udx -V dy)+ij(v dx +udy)
c C
16.1.1 Properties of Contour Integrals
1. Jzof(z)dz = zojf(z )dz , where z is a constant.
c c

2. [ )+g@)z = [ (z)dz + [ g(z)dz
C C C
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3. [f2)dz ==[f(z)dz
-C C

4, j f(z)dz = j f(z)dz + j f(z)dz where C is broken up into C, and C,
C C, C,

WORKED EXAMPLES

EXAMPLE 1
Evaluate J- f(z) dz where f(z) =y — x — i3x* from z = 0 to z = 1 + / along the path (i) from (0, 0)
c

to A(1, 0) and to B(1, 1), (i) y = x.

Solution.
Given  flz)=y—x—i3x? Ay
B (1,1)
O [f@)dz= [ f()dz+ [ f(z)dz :
C 04 AB V=X~
on OA: y=0,z=x .. dz=dx (x'
and fliz) = —x —i3x* A x=1
1
o [ S@)dz = [(=x - i3x")dx .
04 0 0 >
1 y=0  A(,0 X
_ x> 3x° R
RN Fig. 16.1
on AB: x=landz=1+iy .. dz=idyandy varies from0to 1

o [ f@ydz = [y —1=30)idy
AB 0

:i[y?z—(l+3i)y:|0 :i[%—(1+3i)]:i[—%—3i]:_?i+3

jf(Z)dz L BRI g 5-3i
< 2

(i) onC: y=x .. z=x+ix=(1+ixand fz) =x —x — i3x* =—i3x%
N dz = (1 +i)dx and x varies from 0 to 1.
1 3 1
jf(z)dz =j(—i3x2)(1+i)dx =—i(1+i)~3[%] =—i(l+i)=1—-i
C 0 0

EXAMPLE 2
Evaluate Jz ? dz where C is the arc from A(1, 1) to B(2, 4) along (i) y = x%, (ii) y = 3x — 2.
c



SuccessClap: Best Coaching for UPSC Mathematics : For Info- 9346856874
Checkout ->22 Weeks Study Plan, Videos, Question Bank Solutions, Test Series

Solution.

[ 2%z = [ (x +iy)*(dx +idy)
C C

=I[(x2—y2)+i2xy][dx+idy] AY
C v
(i) Alongy=x? \
N B% @9
dy = 2xdx \ A
dz=dx+idy=dx+i2xdx=(1+1i2x)dx
and x varies from 1 to 2

2
Jzzdz = J.[x2 —x* +i2x -x*][1+i2x]dx
C

2
[ = 5x*]dx +i[ (42 - 2x°)dx

1

3 5P 4 6 ?
:[X__SL] +,-[4x__2.x_]
3 5 4 6 1

= l(23 -1’)—(2° —1)+i[24 -1 —1(26 —1")] = z—31+i[15—21] = —[§+6i]
3 3 3 3
(il)) Alongy=3x—2 .. dy=3dx v A
dz =dx +idy = (1 +i3)dx

and x varies from 1 to 2.

2
jzzdz =j[x2 —(3x =2)> +2ix(3x — 2)][1+ 3i]dx

C 1
2
= [[-8x +12x —4+i(6x —4x)](1+30)dx 5
1

= (1+3i)[j(—8x2 +12x - 4)dx +i [ (6x —4x)dx:|

3 2 2 3 2P
= (1430) |:—8x—+12x——4x:| +i[6i—4x ]
3 2 1 30 2

=(1+ 31'){[—%(23 —D)+6(2°—1)—4(2— 1)] +i[2(2° —1)-2(2% - 1)]}
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=(1+3i) —%+18—4+i(l4—6)]
=(1+3i) —%+14+i8}

= (1+3i) —%+i8:|=—%—24+i(8—14)=—[%+6i]

Note that the value of j f(z)dz along the different paths are same, because f{(z) is analytic
[Refer note in page 6] €

16.1.2 Simply Connected and Multiply Connected Domains

Definition 16.3 A domain D in the complex plane is called simply connected if every simple closed
curve which lies in D can be shrunk to a point without leaving D.

Example: Interior of a circle and ellipse are simply connected domains.
A domain D which is not simply connected is called multiply connected.

O L@

Simply connected regions

© @ &g

Multiply connected regions Multiply connected
Domain converted into
simply connected domain

Fig. 16.4

16.2 CAUCHY’S INTEGRAL THEOREM OR CAUCHY’S FUNDAMENTAL THEOREM

Statement If /{z) is analytic and f’(z) is continuous on and inside a simple closed curve C, then

$f(z)dz =0
o

Proof Let f2) =u(x, y) +iv(x, y)

and z=x+1iy sodz=dx +idy.

Then If( z)dz = @(uﬂ'v)(dx +idy) = 4)(udx -vdy) +i4>(v dx +udy)
C C C C

Ju Jdu odv v

Since f”(z) is continuous, the four partial derivatives —, — , —  — are also continuous.
ox dy ox dy
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Hence, by Green’s theorem

0 oP
C!?(de +Qdy)= )U (%—g)dxdy

$ 2y dz= [[ (v, = w)dvdy +i [ (u, —v, )dxdy
C R R

where R is the region bounded by C.
Since f{z) is analytic, u and v satisfy C-R equations.

u=v andu =-v
x y y X

$f(2)dz = [[ (u, —u,)dxdy +i [[ @, —u)dy=0+i0=0 [
C R R

The French Mathematician £. Goursat proved the above theorem without the condition of continuity

of 1(2).
So, the modified statement due to Goursat is known as Cauchy-Goursat theorem, which is given
below.

16.2.1 Cauchy-Goursat Integral Theorem

If f(z) is analytic at all points inside and on a simple closed curve C, then 95 f(z)dz=0
c

Note Cauchy’s integral theorem proved for a simply connected region can be extended to multiply
connected regions.

Corollary If f(z) is analytic in a domain D and if P and Q are two points in D and if C, and C, be the
two different paths joining P and O, then

[7ydz = [ fiz)dz ’h
el G,
Proof Given f{z) is analytic in D.
C, and C, are two paths joining the points P
and Q in D.
By Cauchy’s theorem, _[ f(z)dz=0
PRQEP
= | f@ydz+ | f(z)dz =0
PRO OEP >
X
(0]
= [f@ydz+ [ fz)dz=0
G -G, Fig. 16.5
- [r@dz-[f()dz=0 = [f(z)dz=[f(z)d .
C C, G G
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Note The theorem says that if f{z) is analytic in a domain D, then J. f(z)dz does not dependent on
the path when the end points are same.

Definition 16.4 Singular Points

If a function ffails to be a analytic at a point z,, but is analytic at some point in every neighbourhood
of z,, then z is a singular point of /.

Example: For f(z)= l, z =0 is a singular point.
z

16.3 CAUCHY’S INTEGRAL FORMULA

Statement Let f{z) be an analytic function inside and on a simple closed contour C, taken in the posi-
tive sense. If a is any point interior to C, then

f(2)dz
ORS L [[O%
wi 1—a
Proof
Since f{z) is analytic on and inside C, AG) is analytic A
z—a

exceptatz=a
i.e., a is a singular point of f) .
z—a
Hence, we draw a small circle C, with centre at a and
radius p (and omit the point ). C, is interior to C.

Since 2--~ AC) is analytic in the closed region consisting
zZ—a >
of the contour C and C, and all points between them, o X
by Cauchy’s integral formula to the multiply connected Fig. 16.6

region, we get

Jf(Z) ff(z)

cz—a cZ—a

Since |z—al=p, z—a=pe® = z=a+pe® = dz=ipe®d0
p p p p

i0

jf(Z) jf(a+pe’°)ipe’° 49 =iff(a+pei°)d0
pe )

Since p is small, taking p — 0, we get

[LE iz =i [ para0 = if @103 = if (@) 2 = 2mi f (@)
cz—a 0

Jf(z) -

2mip g

= fla)=_——
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Note Cauchy’s integral formula tells us that if a function f{z) is analytic within and on a simple
closed contour C, then the value of fat an interior point of C is completely determined by the values
of fon C. When the sense of a curve is not specified, we take the anticlockwise sense as the positive
sense.

16.3.1 Cauchy’s Integral Formula for Derivatives

If f{z) is analytic inside and on a simple closed curve C, then
Cauchy’s integral formula is

e Jf(z

211'1 cZ

Differentiating w.r.to a,

’ 1' f(Z) ” 2' f(Z) (n) f(Z
a)=—|—"—=—dz, a)=— | ——"=dz,....["(a)=

S@ 2’1'L'z'i:(z—a)2 /@ 21T'£ ’ /@) 2nlj(z a)"™!
. f(z)dz f(z)dz 2mi ., f(z)dz  2mi_,,
ie., j = 2mif (a), J—)}—z—!f (@) j @

WORKED EXAMPLES
EXAMPLE 1
cos g’ e 3

Evaluate f—dz, where Cis 7| ==,

c(z =Dz —-2) 2
Solution.
Cauchy’s integral formula is j'@dz = 2mif (a) @9)]

tz-a
cosmiz’

Given I:J— Iz

c(z-D(z-2) ¥
. z=1, z=2 are the singularities.
C'is the circle |z | = %, with centre (0, 0) and radius = %

3 z=2
fz= 1 then|z|=[1]=1<2 . z=1liesinside C < Qj»\i >
zZ=
Ifz=2, then|z|=|2|=2>% . z=2 lies outside C. (3/2,0)
cosmz’
2 (
Now Iz'[%dz:j z2=2 4
c(z-D(z-2) z-1 Fig. 16.7
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cosmz’

Herea=1and f(z)= is analytic inside and on C.

f@=1=""2=1
1-2

~oby (1), I =2mif (a) = 2mi
EXAMPLE 2

z+4 . . . . " .
Evaluate Jz—dz, where Cis the circle (i) |z +1+i|=2 (i) |z +1—i|=2.

C -+ Zz +5

Solution.

Cauchy’s integral formula is

JMdz = 2mif (a) (1)
czZ—a
. . . z+4
The given integral is I= '[2——dz
cz +2z45
—2++/4- —2+4;
The singular points are given by 22+ 2z+5=0= 7z = 2+ 24 20 = 2;41 =—1%2i
-z, =—1+2i and z, = —1-2i are the singular points.
2 H+2245=(z-2)(z~2z)=[z— (=1 +2i)][z - (-1 = 2i)]
(i) Given C'is the circle [z + 1 +i|=2 y

= |z— (=1 =i)| =2, with
centre P(—1, —1) and radius =2

If z, =-1+2i,then|z+1+i|=|-1+2i+1+i| >
=|3i|=3>2 X X
. z,=—1 + 2i lies outside C.
If z,=—1-2i,then|z+1+i|=|-1-2i+1+i|
=|—i|=1<2
z, lies inside C
z+4
4 —
Now/l=[—""" i = z+4 dz = [ZLdz
cz +2z+5 c(z-z)z~-z,) CZ—Z,

z+4  z+4

Herea=-1-2iand f(z)= =
/@) z—z, z-(-1+2i)

is analytic inside and on C.
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. —1-2i+4 (3-2i)
SO= == T S ™«
. by (1), I =2mif (a) = 2111'[ (342’)] T 2i-3)
1
(it) Cisthecircle |z+1—i|=2 \y
= |z = (=1 + )| = 2, with centre

P(—1, 1) and radius = 2.
We have z, =—1+2i,and z, = —1 - 2i
Ifz =—1+2i then|z+1—i|=|-1+2i+1-i]

y >
. z, lies inside C
Bez
Ifz,=—1-2i then|z+1—i|=|-1-2i+1-i] 1. -2)
=|-3i|=3>2 %
. z, lies outside C Fig. 16.9
z+4
I:J‘ 2Z+4 ds = z+4 _Jz—zzdz
cz +2z+45 cz—z)z~2z,) CZ—z,
Here a =—1 + 2i and f(z):Z+4: z+4
z—z, z-=(-1-2i)
is analytic inside and on C.
-1+2i+4 3+2i
a)=f(-1+2i)= =
A ) —142i—(-1-2i) 4i
by (1), [ = 2mif (a) = 2mi 22 - T (342
4i 2
EXAMPLE 3
. 2+ 2

Evaluate jsmﬂz SO dz, where Cis |z| =

¢ =1z -2)
Solution.

/)

Cauchy’s integral formula is j dz =2mwif (a) @9)]

cz—a

L . sinmz” +cosmz’
Given integral is _[

¢ (-DEz-2)

The singular points are z=1 and z =
The circle is |z| = 3 with centre (0, 0) and radius = 3
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Ifz=1,then|z|=|1|=1<3 \ Y
and ifz=2then |z|=|2|=2<3
. z=1,z=2lie inside C.
Here f{z) = sinmz? 4+ cosmz*is analytic on and inside C. c
1 A B
et = +
z-D(z-2) z-1 z-2 B o ) N
X' T 78,00 x
1=A(z-2)+B(z-1) 01(1,0) (2,0
Putz=1. L 1=4(1-2) = A=-1
Putz=2. ~1=B2-1) = B=1
1 __ 1 N 1 Y
(z-D(z-2) z—-1 z-2
Fig. 16.10
. 2 2 3 2 2
[:j_(smﬂn‘z +cosTz )+s1n1-rz +cos Tz i

v z -1 z—=2

~ by (1), I = 2mif (1)+ 2wif (2)
= —2mi[sinar + cos w ]+ 2mi[sin 47 + cos 417 |
=2mi(0-1)+2mi(0+1) = 277i + 27wi = 4wi

EXAMPLE 4

+1
By Cauchy’s integral formula, evaluate J- ‘ dz, where Cis the circle |z — 2 —i| = 2.

Cz4 _4z3+4z2

Solution.
. 1
Given [= J‘%dz
cz =4z +4z” AY
J- z+1 '[ z+1
cZ *(z? -4z +4) cz X(z -

*. singular points are z=0 and z = 2.
C is the circle |z — 2 — i| = 2 with centre (2, 1)
and radius =2

Xy

If z=0,then|z—-2-i| =[0-2-i]=5>2
z=0, lies outside C \
y
Ifz=2,th -2-i||2-2-i|=1<2 .
’ s l|| ll Fig. 16.11

z=2, lies inside C
z+1

dz

z+1 2
_jz o2~ J(z—z)
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By Cauchy’s integral formula for derivative, j (f (z ))2 = 2mif '(a) (1)
c(z—a
Here f(z)zztl anda=2
z
, zz-l—(z+l)22 —z%-2z z+2
f (Z) = 7 = n =— 3
z z z
2+2 1
2 = = ——
fa)y=f"(2)= g 5
r (1 )
. by (1)9 [ = 2’]1'1]‘ (2) = 211'1 (—E) = —771
EXAMPLE 5
3z7+77 +1
If f(a) = [T——""—dz, where Cis|z| =2, find fi3), A1, S'(1 = i, (1 = .
¢ —
Solution.
. 2
Given f(a)= jwdz _ Gz 4724
2% g z—a

By Cauchy’s integral formula,

J'f(Z)

21TlCZ—

f(a
Here f(z) = 2wi(3z*+ 7z + 1) and C is the circle |z| = 2 with centre (0, 0) and radius =2
(i) Ifz=3, then |z|=|3|=3>2 ~. z=73lies outside C

f (z ) is analytic inside and on C. jf(z) =0 = f3)=0

cZ™
(if) Now z =1 lies inside C, since |z|=|1|=1<3
AD=2mi(3-1+71+1)=22mi
(iii) We have fz) = 2mi(322+ T2 + 1)
F@)=2mi(6z+7), f7(z)="2mix6=12mi
Ifz=1—1i, then lz|=|1-i|=+2<3 < (11 lies inside C
F/(=i) = 2mi(6-(1—i)+7) = 2mwi(13— 6i) = 27(6+13i)

and f7a-i)=12mi



SuccessClap: Best Coaching for UPSC Mathematics : For Info- 9346856874
Checkout ->22 Weeks Study Plan, Videos, Question Bank Solutions, Test Series

EXAMPLE 6
7z —1
Using Cauchy’s integral formula evaluate J‘%dz, where C is the ellipse x? + 4y* = 4.
ce T —
Solution.
7z -1
Let 1=,
cz -3z-4
xZ
where C is the ellipse X*+4r=4 = " +yi=1
Singular points are given by 22-3z2-4=0 = (z-4)E+1H=0 = z=-1,4
If z=-1, then x+iy=—-1 = x=-1,y=0
? 1 1
—+yl=—+40=-x<l1
YT,

So, z=—1 lies inside the ellipse.

If z =4, then x+iy=4 = x=4,y=0

2 2
X

4
—tyl=—+0=4>1
4V T

So, z =4 lies outside the ellipse.

_j 7z -1 _£(721) J'f(Z)dZ

(z—4)(z+1) z+1 cz+l

where f(z)= 7z -1 is analytic inside and on C and a = —1
7 —
.. Cauchy’s integral formula is J&dz =2mif (a) =2mif (-1)
cz-—a
-1)-1 8 16

EXERCISE 16.1

Evaluate the following integrals using Cauchy’s integral formula.

2z
1. Je—dz, where C is the circle |z| = 3. 2. jz—ﬂdz, where Cis |z| =2
L =DE-2) Lz =D -3)

. 2+ 2 2
dez, where Cis |z| =4. 4, jz—zdz, where Cis |z—i|=1.
(z-2)(z-3) cz+]

J- zdz . 1

c
J ———, where Cis |z —i|=2. 6. | —————, where Cis |[z—2|=—,
o 4) c(z-1(z-2) 2
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2z

“+1 . -
7. Jz—dz, where C'is |z| = 3. 8 j dz, where Cis |z| =2

e
t(z-D(z-2) L+

9. Jze—dz, where Cis |z —i|=2.
+4

CZ
4z’ +z +5 . . Pyt
10. Iff(a):‘[idz, where C is the ellipse %+%:1, find the values of f{i), f(~1) and
& z-a
S
e sinmz’ +cos Tz’
1. = z|=2. 2. [z, where Cis |z|=3
cz c (z-1)(z-2)
2 1 . e dZ .
13. Jz -e“dz where Cis |z|=1. I =, where Cis |z| =3
z c(z+2)(z+1)
eZz
15. [——— dz, where Cis |z|=2. 16 [————— dz, where Cis|z—i|=2.
cz+1) C(z+1)(z 2)?
d . .
17. Jzz—z,where ClSthGClI'Clelz—lel.
cz+D)(z-2) 2

18. | ——, where C is the circle whose centre is (2, 0) and radius 4.

+1 . )
Z—zdz, where C is the circle [z—2 —i| = 2.

z(z -2)

19.

i
i
20. J(Z—l)}dz, where C'is |z| = 2, using Cauchy’s integral formula.
clz—
I55
i

2
21. (2 dz where Cis|z —1|=1.
z? -1
22. d—z , where C is the circle|z|=§, 23. J Z+3 dz, where Cis |z| =3
z+1D)(z-2)" 2 +5
ANSWERS TO EXERCISE 5.1
1. 2mi(e* —¢?) 2. 2mi 3. —dmi 4, % 5. % 6. 4mi 7. 6mi
8 %ﬂje‘z 9. Tpu 10. 2mw(-1 +19); —14mi, 16mi 11. —mwi 12, 4w(w+ 1)i
3. ™ 14, 27 g5 8w 16 ~2mi 17 <2mi 18, 2mi 19, 2™
3 e’ 3e’ 9 2
20. 0 21 2mi 22, 2@ 3. ™

9 2
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16.4 TAYLOR’S SERIES AND LAURENT’S SERIES

Complex power series are the most important and fundamental series in complex analysis because
power series represent analytic functions. Conversely, every analytic function can be represented by a
power series namely Taylor’s series.

Power series methods are considered as efficient tools for solving various physical and engineering
problems.

Definition 16.5 Power Series

A series of the form zan(z —a)' =a,+a,(z —a)+a,(z —a)’ +-- (1)
n=0
where z is a complex variable, a, a, a,, ... and a are complex constants, is called a power series in
powers of z — a or a power series about the point a.
a, a,, a,, ... are called the co-efficients of the series and a is called the centre of the series.
If a =0, then we get the particular power series in powers of z or power series about the origin

n __ 2
Yaz" =a,+az+a,z"+
n=0

Note
1. The power series converges at all points inside a circle [z —al = R for some positive number R

and diverges outside the circle. This circle is called the circle of convergence and its radius R is
called the radius of convergence.

n+1

a,

2. If lim |1

n—>00

=/,then R = % is the radius of convergence of the series Za (z —a)".
n=0

This formula is called Hadmard’s formula.
If /=0, then R = <o and so the power series converges for all z in the finite plane.
If / = oo, then R = 0 and so the series converges only at the centre z = a.

16.4.1 Taylor’s Series

If f(z) is analytic inside a circle C with centre at a and radius R, then at each point z inside the circle,
f(z) has the series representation

@ =r @ Qe D gy LDy
n

Note

1. This equation means that the power series converges to f{z) at each point z inside C.

Further, this is the expansion of f{z) into a Taylor’s series about the point a.
2. Any function f{z) that is known to be analytic at a point @ must have a Taylor’s series about a
3. If a=0, we get the Taylor’s series about the origin which is called the Maclaurin’s series.

o, A IS ALC) W

2! n!

f@)=f(0)+—=

We now list below the Maclaurin’s series for some elementary functions.
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1. e =l if |z | <o
n o2r 3
30,5

2. SinZ=Z__+_+... lf|Z|<°°
31 5l
2 Z4 26

3. o8z =l——+———+-- if[z] <o
2141 6!

4. (I-z)'=l+z+z>+z + if |z|<1

S (et =le2 e i<

6. (I+z)'=l-z+z>-z>+- if |z[<1
22 72

7. logc(l+z2)=z——+"—-"+... if |[z|<1

ge( ) 2 3 4 | |

16.4.2 Laurent’s Series

Let C, and C, be concentric circles with centre @ and radii r, 7,
(r,>r).

Let f(z) be analytic in the annular domain between the circles.

Then at each point of the annular domain f{z) has the series ‘
representation

f(z)= 261 (z-a) +an(z -a)y", n <|Z —al<r1 1) C,

n=0

where a, =L¢L)Hdw, n=0,12,...
2mig (w—a)

Fig. 16.12
md b, 65 fo)
211'1

n=1273,...
(w=a)"
Note

1. The series (1) is called Laurent’s series about z = a.

Laurent’s series is a series with positive and negative integral powers of (z — @). The part of the
series with positive powers of (z — a) is called the analytic part or regular part and the part with
negative powers of (z — a) is called the principal part of the Laurent’s series.

2. Taylor’s series of an analytic function is unique and Laurent’s series of an analytic function f{z) in
its annular region is unique. So, we can find the series by any method, not necessarily using the
formula for @ and b, given above. Binomial series is usually used.

3. If fiz) is analytic at a point @ we find Taylor’s series expansion about a.

If f{z) is not analytic at a but is analytic in some neighbourhood of a, then we find Laurent’s series
expansion of f{z) about a.

Important Remark If f(z) has many isolated singular points then there are many annular regions
R, R, ... in which f{z) is analytic and so there are many Laurent series for f{z) about a, one for each region.
The Laurent’s series is usually taken as the one that converges near a.
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WORKED EXAMPLES
EXAMPLE 1 s
Find the Taylor’s series to represent the function oz in |z |< 2.
(z +2)(z +3)
Solution.
z° -1
Let f(z)=

(z +2)(z +3)

The singular points z = -2, z=-3 are outside |z| < 2.
So, f(z) is analytic in the open disk |z| <2 about 0.
We shall split f{z) into partial fractions.

Since the degrees of Nr. and Dr. are same, we have,

z2-1 A B
=1+ +
(z+2)(z+3) z+2 z+3
= Z2-1=(z+3)(z+2)+A(z+3)+B(z+2)
Put z =-2, then 4-1=A4A(-2+3) =>4=3
Put z = -3, then 9-1=B(-3+2) =B=-8
2_
z" =1 | 3 8

=14 —
(z+2)(z+3) z+2 z+43

z

z

Now|z|<2:> 5 1 and

<%<1_
3

- the Taylor’s series is
8

3
fE)=1+ -
z zZ

2(“2) 3(”3)
=1+§(1+5)_1—§(1+5)_l

2 2 3 3
:1+§[1_£+(i)2_(i)3+..}_§[l_i+(i)2 _(£)3+...]

2 2 2 2 3 3 3 3

EXAMPLE 2
. 11'
Expand f{(z) = sin z about z = T
Solution.
Given f(z) =sin z. It is analytic for all z

. flz) can be expanded as Taylor’s series about z = T

4 (ZI)( _3)+f (%) (=) J 3( (--2) +-

1! 4 2!

NI |
~—

&= (§)+
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We have f(z)=sinz, f(%)zsin;:%
f(z)=cosz, f’(;)zcos;:L2
f7(2) = —sinz, f"(;):_sm;__%
f7(z)=—cosz, f’”(;)z—cos%——%

ol k)
V212U 4) a4 3o 4
R S
z—— z——| —=|z—-——] +--
a7 ) 3l s
EXAMPLE 3
Expand;intheregion () 1<|z|<2 (i) 0<|z—1|<2 (ii) |z]>2
22 =37 +2
Solution.
1 1
Let = =
&= T etk —2)
Let 1 = 4 + L
z-Dz-2) z-1 z-2
1=A(z—2)+B(z - 1)
Putz=1, then 1=41-2) = 4=-1
Putz=2, then 1—3(2—1) = B=1
1
__—+—
f(@) 1T

(i) If 1 <|z| <2, then z lies in the annular region about z = 0, where f{2) is analytic.
So, we expand as Laurent’s series about z =0

<1 and 1<|Z| = L<1

=]

Now Iz]<2 = ‘%

So, the Laurent’s series is

1 1
A R
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(if) Given0<|z—1]<2
This region is annular about z = 1
So, the expansion of f{z) in the region is Laurent’s series about z = 1
Putt=z-1 = z=t+1 .. 0<]t|<2
-, the Laurent’s series is

1 ] 1 1
2 P T R R
11
= ——+4 —
t t—1

g
== ~(-1)

==t —[l+t+17 4+ +] [ ]t]<2, |t]<1is true]
=—(z-1)"-[I+@E =D+ -1 +-1]
(iii) Given |z|>2
This region is annular about z = 0, where f(z) is analytic.
So, the expansion is Laurent’s series about z = ()

1

z

<1and

z

>l =

1
Now |z|>2:> <E<1.

.. the Laurent’s series is
1 1 1

1
f(z)=- + = +
)

1, 1.1 1 [ 2 (2V (2Y
= —— 1+—+—2+—3+... +—|1+—=+4] = + = T+

z z z z z z z z
=—[271+272+z’3+z#‘+...]+[Z*1+2Z*2+4Z—3+8274+.”]

f(Z)=z" 432" +7z "+

EXAMPLE 4
P -1

Expand f(z)= m

as a Laurent’s series if (i) 2 <|z| <3, (ii) |z|> 3.
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Solution.

2
z 1 =1+ 3 8 [Ref. Example 1]
(z+2)(z+3) z+2 z+3

Let f(z)=

(i) Given2 <|z|<3
The region is annular about z = 0 and f{z) is analytic in this region.
So, the expansion is Laurent’s series about z = ()

z

Now  |z|<3= 7| <! and 2<|z|:>i<l

2]

*. the Laurent’s series is
3 8

RS
e ()
S CRC ROREE R ROR

2 3
=1+43[z" —22_2+4z3—824+-~]—§|:1—£+Z——Z—+---]
3L 3 9 27

(it) Given |z|>3
This region is annular about z = 0, where f{z) is analytic.

Now |z|>3=>i<l:>i<%<1andi<1
lz] 3, |z] 3 E
*. the Laurent’s series is
3 8

T
]
e SEREEREEEROM

=1+3[z7"' =227 +4z7 -8z +---]-8§[z7' =327 4927 =27z +--]

=1-5z"418z7-60z" +192z7" +---

EXAMPLE 5
Tz —2

— % inl<|z —1|<3.
z2(z = 2)(z +1)

Find the Laurent’s series expansion of f(z) =
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Solution.

Given f(z)= __Tz=2
z(z =2)(z +1)

The singular points are z =0, z =2, z=—1 which lie outside the annular region | < | z+ 1| <3 aboutz=-1

So, we can expand f{z) as a Laurent’s series about z =—1 or in terms of z + 1.

We shall split f{z) into partial fractions.

and1<|z +1|<3

7z =2 A B C
Let = —+4 +
z(z=-2)(z+l) z z-2 z+1
= 7z2=2=Az-2)z+ 1)+Bz(z+ 1)+ Cz(z - 2)
Putz=0, then -2=A4(-2)(1) = A=1
Putz=2, then 14-2=B-22+1) = B=2
Putz=-1, then -7-2=C(-1)(-1-2) = (C=-3
7z -2 _1 2 N -3
z2(z=2)z+1l) z z-2 z+1
Wehave 1 <[z+1|<3. putt=z+1 =z=t-1 . 1<|t|<3
Now 1<|t|] = ﬁ<1and|t|<3 = @d.

*. the Laurent’s series is

1 2 3 1 2 3
f(Z)=;+

2-2 z+41 1-1 1-3 1
11 2 3

TS 0 ¢

1—- 3| 1-=

=)o (-5)

Sl -1

:1(1_1) _2(1_1) 3

t t 3 3 t

1, 1.1 1 21t (e (Y 3
=-(l+-+5+5+|—Z|l+z+[ 2]+ 2]+ |-
t tot ot 3 3 3 3 t

2 1 1 2[ to 7 ]
=—+—+—+—=|1+-F+—+—=+-

3 7

=2z 4D D)z D) e

2 3
_g[l+z+1+(z+1) NERD) +}
3 3 9 27

EXAMPLE 6
V4
@2+ +4)

Find the Laurent’s series of f(z) = inl<|z|<2.

Solution.

Given f(z)= and 1 <|z| <2

.z
(zz+1)(zz+4)

Singular points are z = *i, z = %2, which lie outside 1 <|z| <2
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~. flz) is analytic in this annular region about z = 0
z _Az+B Cz+D

Let = +
P +D)(z*+4) z°+1  z7+4
z=(Az+B)(Z+4)+(Cz+D)Z*+ 1)
Equating coefficients of z%, 0=4+C = A=-
Equating coefficients of z2, 0=B+D = D=-B
Equating coefficients of z, 1=44+C = 1=44-4 = 34=1 = A= %
C: _l
3
Putz=0,then 0=4B+D = 4B-B=0 = B=0 .. D=0
z __z  z
@ +D)(z*+4) 3(z*+1) 3(z7+4)
z z

SO =) T3

s [o1e =11

2

Now|z|<2 = |z|2<4 =

and 1<|z| = L<1 = —<I
H |27
*. the Laurent’s series is
O
22[1+2:| 4[1+Z:|
z 4

1 1 1 1 z z? ozt ¢
=— 1—_2+_4__6+... - ll-—=——=...
3z z 12 4 16 64

EXAMPLE 7

Find the Laurent’s series of the following functions
2z

1
(i) f(z)=2z’e? aboutz =0 (ii) f(z)=( 5 aboutz =1
7 —
Solution.
1
(i) Given f(z)=z%e*. z=01is a singular point

. flz) is analytic for |z| > 0 and the Laurent’s series is

1 1 11
z :zz[l+—+—+——+m]
/@) z 2122 317

2 1,
=2 tz+—+—z "+
2! 31
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eZz

(z=1’
So, in the region |z — 1| > 0, f{z) is analytic and so f{z) can be expanded as Laurent’s series in the
annular region about z = 1

Putt=z—-1. . z=¢t+1

2 2
¥ 2, )

(i1) Given f(z)=

. z=1is a singular point.

f(2)

2 [ 2 3 4
_< L2 et @) @) +}
L1 2! 3! 4!
1 2 2 4 2
=e —3+—2+—+—+—t+"'
Lt t t 3 3
—er| ! —+ 2 ~+ 2 +i+%(z—l)+--~
| z-1)" (z-D° (z-1) 3 3
EXERCISE 16.2
I. Find the Taylor’s series for the following functions about the indicated point.
-1
1. —— % aboutz=0. 2. =27 aboutz=1.
I&= e+ JE)="
3. f(z):l about z = 2. 4. f(z):; about z=4.
z 2z’ —4z +3
1 1
5. =———— when|z|< 1. 6. flx)= atz=1.
= ey g foy= 5z
7. flx) = — validin [2] < 3.
z—
II. Expand the following functions as a Laurent’s series.
-1 L z+3 .
1. = %7 validin2<|z|<3. 2. f(z)= validin 1 <|z|<2.
/@) (z+2)(z+3) | z2(z* -z -2) 1=l
3 fz)=— validin1<|z]<2. 4. f(z)=""L validin|z-1]> 1.
(z-D(=z-2) z
5. f(z)= for0<|z|]<land0<|z—-1|<1.
z(z —1)
z? -1 L z? .
6. f(z)=z—va11dm2<|z|<3. 7. f(z)=————— validin2 <|z|<3.
z°+5z +6 (z+2)(z-3)
1
8. f(z)=————— validin 1 <|z|<2.
/@) z(zz—3z+2) | |
12 Sl
9. =—— validin(a) 0<|z|<1,(b) 1<]|z|<2.
1= T g g
10. flx) = —— valid in |z| > 3.

z —
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1l. f(z)= — % validinthe following region 0 < |z —1| < 2.
(z-D(z-3)

12. f(z)= valid in the region |z + 1| > 2.
z(1-2)

13. f(z)=; valid for the regions |z| >3 and 1 <|z| < 3.

(z+1D)(z +3)

ANSWERS TO EXERCISE 16.2

I 1. l-z +z2—z3+~~]+{l—i+(i) —(i) +}
2 \2 2

2. (z=1)=2(z =1 +3(z =1’ =4(z = 1)* +---

1 1 1
1 4 13 40

e . ¢ i () U
T AT A

1 z (zY (zY 2-z . o 6
5. —=[1=—=+|=| - [=| +|+—(A=2"+2"=2"+--)
10 2 \2 2 5

=56
B SEIERCMEEOIO

O -]

et (GG

1 2 3
— =+ — e
z-1 (z=-1" (z-1)

1
5. l—[1+z +z° 4z +-.] and —1—[1—(2 D+ -1 =z -1 +-]
z z—

o CH B ROES E OGRS
OGRS BROE

\]
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111 1 1 zY (zY (zY
8 ———|l+—+—+-|=— |1+ [+ 2| H]| ]| +
2z z z z 4 2 2 2

2 3
(b) 1+E+iz_i3+...+i+(i) +(i) +...
z z° z 2 2 2

10. z7' 4327243227 +...

11. _(Z—_l)_l—i[H(z _1)+(Z_1)2 G ) +}

2 4 2 4 8
12 z+D2+3+D7 +7(z+D) 7 +--1]

1 11 1 1 1 z 22 2
13, —|(l-——t+—5—-——+—F—-|—— l——+ ===+
22|: z 22 2z :| 6|: 33 3 ]

16.5 CLASSIFICATION OF SINGULARITIES

A point at which a complex function f{z) is analytic is called a regular point or ordinary point of f{z).
A point z = a is a singular point of f{z) if f{z) is not analytic (or not even defined), but is analytic at
some point in every deleted neighbourhood of a.

EXAMPLE

L. f(z)= zl has z = 0 as singular point, since f{z) is not analytic at z = 0 but analytic at other points.

1
z(z-1)
there are neighbourhoods where f{(z) is analytic.

2. f(z):

has z=0, z=1 as singular points, because f{z) is not analytic at these points, but

But f(z) =z’ has no singular points, since it is analytic everywhere.

Definition 16.5 Isolated Singularity

A singular point z = a is called an isolated singularity of the function f{z) if there exists a
neighbourhood of a in which there is no other singularity.

In example 2, we can find a circular disk with centre z = 1 and radius » < 1 in which there is no
other singularity.

A singular point which is not isolated is called a non-isolated singularity.

1 1
For example, =— _hasz=— _nez
S .1 nw
sin—
z
as singular points, while 0 is a non-isolated singular point because every deleted neighbourhood of 0

. . L1
contains a singularity — for large ».
nw
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16.5 CLASSIFICATION OF SINGULARITIES

A point at which a complex function f{z) is analytic is called a regular point or ordinary point of f{z).
A point z = a is a singular point of f{z) if f{z) is not analytic (or not even defined), but is analytic at
some point in every deleted neighbourhood of a.

EXAMPLE

L. f(z)= zl has z = 0 as singular point, since f{z) is not analytic at z = 0 but analytic at other points.

> f@= z(zl—l)

there are neighbourhoods where f{(z) is analytic.

has z=0, z=1 as singular points, because f{z) is not analytic at these points, but

But f(z) =z’ has no singular points, since it is analytic everywhere.

Definition 16.5 Isolated Singularity
A singular point z = a is called an isolated singularity of the function f{z) if there exists a
neighbourhood of a in which there is no other singularity.
In example 2, we can find a circular disk with centre z = 1 and radius » < 1 in which there is no
other singularity.
A singular point which is not isolated is called a non-isolated singularity.
1 1
For example, £ (z) = — has z = = neZ
sin—
z
as singular points, while 0 is a non-isolated singular point because every deleted neighbourhood of 0

. . L1
contains a singularity — for large ».
nw
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Note If a function has only finite number of singularities in a region, then they are isolated
singularities.
Isolated singularities are further classified as (i) poles, (ii) essential singularities.
These classifications are made on the basis of the principal part of Laurent’s series.

Definition 16.6 Pole
An isolated singular point a of f{z) is said to be a pole of order m, if there exists a positive integer m

suchthath #0andb =b . ---=0inthe Laurent’s series of f{z) about a.
In other words, if the Laurent’s series is of the form
bl b2 bm

r,<|z-a|<r, whereb, =0,thenthe

f(z)= ;an(z -a)' = _a+—(z e teoot —-a)’

point a is called a pole of order m.
If m = 1, then a is called a simple pole and if m = 2, then a is called a double pole or pole of order 2.

For example, f(z) = - has z =0 as a simple pole and z =1 as a pole of order 2.
z

_r
(z-1)
Definition 16.7 Essential Singularity

An isolated singular point «a is said to be an essential singularity of f{z) if the principal part of Laurent’s
series of f{z) about a contains infinitely many terms.
1

For example: f(z)=e* has z =0 as essential singularity because

1 11 1
e’ =l+—+—+-——
z 2lz7 3z
- L
=14z +—+—+
21 3!
has infinitely many terms in the principal part. We also say z = 0 is an isolated essential singularity.

An important note: Consider the expansion of

f(z)=§

There are infinite number of negative powers of z. Yet z = 0 is not an essential singularity of
f(z). Why? The reason is the domain of convergence of f{z) is 1 <|z| < 3 which is not a deleted
neighbourhood of 0.

4. if0<|z]<o0

n oo
Z . ZL 1< |z | < 3, which is Laurent’s series.
3n n?

n=1

It can be seen that it is the Laurent’s series of the function f (Z)=2—Z in the

(I-z)z-3)
annular region 1 <|z| < 3. So, it is important to consider the Laurent’s series valid in the immediate
neighbourhood of a singular point.

Definition 16.8 Removable Singularity

An isolated singular point z = a of f{z) is called a removable singularity of fz) if in some
neighbourhood of a the Laurent’s series expansion of f{z) has no principal part.

sinz
z#0

For example: 7 (z)=

>
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1 z z° z* z*
=—|lz—-——4——... =]l-——4— ... 0<|Z|<oo
z 315! 31 5! .
It has no principal part. So, z =0 is a removable singularity if SMZ s not defined at z =0
z
sinz .
Suppose f(z)=1 z ifz#0
1 ifz=0

then the series converges to 1 at z =0 and so f{z) is analytic at z = 0.
Note From the above definitions, the following results follow.
1. A singularity z = a is an essential singularity if there is no integer » such that
1}33(2 -a)'f(z)=4#0
2. A singularity z = a is a pole of order m if 1,133(2 —a)"f(z)=A %0
3. A singularity z = a is a removable singula;ity of fiz) if lif,} 1/ (z) = a finite number 4.

Zero of orderm
Let f(z) be analytic at z = z,. If f{z)) = 0 then z_ is called a zero of f(z). If there is a positive integer m
suchthat f7(z,)=0, f"(z))=0, f"(z,)=0,-+s " (z,)=0 and f™(z)#0,

then f{z) is said to have a zero of order m atz,.

Thus, f(z)=(z-2,)"g(2), g(z,) #0

Note If f(z)= % , where p(z), g(z) are analytic at z=a and p(a) # 0 and if a is a zero of order m
q(z

for ¢(z), then a is a pole of order m for f(z).

16.6 RESIDUE
Definition 16.9

Let z = a be an isolated singular point of f{z). The coefficient b, of (z — a)™' in the Laurent’s series
expansion of f{z) about a is called the residue of f{z) at z = a. We denote b, = [Res f(z)]__, or R(a).

16.6.1 Methods of Finding Residue
1. Ifz=ais a simple pole, then R(a) = lim(z —a)f (z)

2. Ifz=ais a pole of order m, then

m—1

1 d
R(@) = o lim {dml [z —a) f(z)]}

3. Let f(z)= % where g(z) and h() are analytic functions at z = a. If h(a) = 0, ¥'(a) # 0 and

g(z)

g(a) # 0 are finite, then z = a is a simple pole of f{z) and R(a) = 11m )
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Note

1. Residue is not defined for non-isolated singularity of f{z).

2. The residue at an essential singularity of f{z) is found out using Laurent’s expansion of f(z)

directly.

Residue at a removable singularity of f{z) is equal to zero.

4. The number of isolated singular points inside a simple closed curve is finite. This fact is used in
Cauchy’s residue theorem.

W

16.7 CAUCHY’S RESIDUE THEOREM

Statement If f{z) is analytic inside and on a simple closed curve C, except at a finite number of
singular points z , z,, ..., z, lying inside C, then

jf(z)dz =2mi[R(z,)+R(z,)+R(z,)+---+R(z,)]
C

where the integral over C is taken in the anticlockwise
sense.

Proof Since z, z, ..., z, are finite number of
singular points lying inside the simple closed curve, they are
isolated singular points.

So, we can find non overlapping neighbourhoods
of these points which are small circles with these points
as centres. Let C, C,, ..., C, be positively oriented
circles with centres at z, z,, z,, ..., z, respectively. So, f(z)
is analytic in the multiply connected region bounded by
C,C,...,C and C.

Hence, by Cauchy’s extension theorem to multiply Fig. 16.13
connected region, we have
[z = [f()dz+ [f2)dz +..+ [ f(z)dz
C C C, C,
But RGz)=[Resf(2)],.. =—— [ f(z)dz
2w I
[1(@)dz = 2miR(z,)
G
[£(@)dz =2milR(z )+ R(z,) +...+ R(z,)] [
C

Note
1. Limit point of zeros is an isolated essential singularity.
2. Singularities of rational functions are poles.

Working Rule for Detecting the Type of Singularity

1. If limf (z) exists and is finite, then z = a is removable singularity.
z—>a
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2. Iflimf(z) = oo,then z=a is a pole of f{z).

3. limf'(z) does not exist, then z = a is an essential singularity.
z—a

WORKED EXAMPLES
EXAMPLE 1
Discuss the nature of singularities of the following functions. .
. sinz —z =2, 1 et
i ———= ii sin—— iii)) ——
) = (i) =—=sin— (i) ——
(i) e’ W) cotTz
722 +4 (z — a)3
Solution.
(i) Given flz)="22
1 [ Pz :| 1 z* z*
=— = [ T ——
z 31 5! 3150

. 1 1 (
llil(}f(z) T finite

z =0 is a removable singularity.

(or)

Since there is no negative powers of z, z = 0 is a removable singularity.

(z-2) sin( )
(i) Given foy=— 2=l
z
Poles of f{z) are given by denominator of [z) =0 = z*=0=2z=0, twice
. z=01is a pole of order 2 of f{z).
z =1 is a singular point, as f{z) is not defined when z = 1.
Zeros of f{z) are given by the Numerator of f{z) =0

. 1 .

= (z —2)sm(—)=0 = z=2andsin =0

z -1 z -1
. 1
Now sin =0 = =nw, ne’z
z— z—1

1 1

= z-1l=— = z=1+—, n=0,%x1,£2, 43 .
nw nw

The limit of the zeros |+ —— is 1.
nw

. z=11is an isolated essential singularity.
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1

(iii) Given fz)=—"—
(z-a)
Poles of f(z) are given by (z—a)’=0=>z=a,a
. z=a s a pole of order 2 of /().
1

Now zeros of f{z) are given by e* =0

1 11 11
= +—+— 5+

z 2!z 3!z
There is no z in the complex number system which satisfies this.
So, fiz) has no zeros.

+...=0

limf(z)=oo
z—0

i.e., the limit does not exist.

Hence, z=0is an essential singular point.

z

(iv) Given fz)=—
2P +4
Poles of f(z) are given by Z2+4=0 = z=%2j
which are simple poles.
(v) Given f(z)= cotmz CcosS Tz

(z-a)  sinmz(z —a)
Poles of f{z) are given by sinz (z —a)’ =0 = sinmz=0and(z -a)’ =0
nsinmz=0 = mz=nwm, = z=n, neZz,
and (z —a)’=0 =  z =g (thrice)
. z=aisapoleof order 3and z=0, £1, 42, +3... are all simple poles.

EXAMPLE 2 1
Calculate the residue of f(z) = f
z

2z

Solution.
Given
2 3 4
2z 1—[1+22+ (22) + (22) + (22) +:|
l-e 1! 2! 3! 4!
f@)=——7F—.= 3
z z
2 2 8 16 4 2
= —|:—2+—+—+—Z+---]: —[22‘2 +2z7 +—+—z+---]
z2 oz 31 4! 3 3
As there are two negative powers of z, z = 0 is a pole of order 2 and R(0) = coefficient of z! = -2.
EXAMPLE 3

Find the residue at z = 0 for (i) cotz (ii) cosec’z (iii)

zzez
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Solution.
(i) Given f(z)=cotz = %2
sinz
Poles are given by sinz=0 = z=nm,ne’Z,
which are simple poles.
If n=0, z=0, which is a simple pole.
. . . 1
R(0) = limzf(z) = limz <% = lim % _ =~
20 20 §inz z—>0|:smz:| 1
z

.. . 2
(il) Given f(z)=cosec’z = —;
sin” z

1 1

3 5 2 2 4 2
z z ) z z
[z—++-~~] z |:1—++---:|
31 5! 3t 5!

z=01is a pole of order 2.

d
R(0)= lim—1[z
O= G lim )
=lirr(}— z? ! >
TEL Ll
L 3! 5!
[ 1
=lim— )
20 dz 1_i+£_
L o3 s
2 4 -2 2 4 3
e [ I [N B
“=0dz 31 5! 20 Y 3!
2 3 4
z z z z
| Lo1- z
(iii) Given  f(z2)= ——=—= 12! 23! 4!
ze z z
1 1 1 z 2 ) . z z
=— +———t—+ zZ -z +—— —
zZ oz 2! 3! 4! 21 31 4!

As there are 2 terms with negative powers, z = 0 is a pole of order 2.
o R(0) = Coefficient of z7! = —1.
Problems Using Residue Theorem

EXAMPLE 4
dz . . .
Evaluate J.ﬁ, where C is the circle [z — i| = 2.
cz'+4)
Solution.
1 1
Let f(z)=

(2447 (2 +20)(z —2i)
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The poles of f{z) are z = —2i, 2i which are poles of order 2. y
C is the circle |z — i| = 2 with centre (0, 1) and radius r = 2. 3
Put z = 2i, then

|z —i|=|2i—i|=|i|]=1<2 2

z = 2i lies inside the circle C.

Put z =-2i, then X .
|z —i|=|-2i-i|=|-3i|=3>2 \**_,/
z =-2i lies outside the circle C. -2j
Now R(2i)= (2;)! lim %[(z —20)*f(2)] y
. i[ (z —2i) } Fig. 16.14
=2z | (z +20)(z = 2i)°

. d 1 . 2 2 -2 1
= lim — 2 = lim | — 3T s = A
=2 dz \ (z +20) 22 (z 4+20) (41" —64i 32i

By Cauchy’s residue theorem,

dz 1 T
- =2%mMiR(2)) =27 — = —
J. 5 iR (2i) 11'1321_

r(z2+4) 16

EXAMPLE 5
z —1 . .
Evaluate '[Z—dz, where Cis |z — i| = 2.
cz+D)'(z-2)
Solution.
~1
Given [
c@+)(z-2)
-1

Let flz)=—02

(z+1)*(z-2)

The poles of f(z) are given by (z+ 1)’(z—2) =0

= z=-1,twice,z=2

z =—11s a pole of order 2 and z = 2 is a simple pole. x g
C is the circle |z — i| = 2 with centre (0, 1) and radius =2
Put z=—1,then |z —i|=|-1—-i]=~+2<2

z=—1 lies inside C \ B4
Put z=2,then|z—i|=|2—i|=+/5>2 Fig. 16.15

z =2 lies outside C.
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R(-D= - 1)' l1m—[(z +1)*f(2)]

= lim i[(z )2 Zz—_l:|
zo-ldz (z+D)(z-2)

. d [z—l:l
= lim —
o-idz [z =2
:lim(z—Z)-l—(zz—l)-lzlim -1 - 1 2:_1
zo-l (z-2) o-1(z =2) (-1-2) 9
*. by Cauchy’s residue theorem,

[—2 i =2miren= zm(_l) _2mi
cz+)(z-2) 9 9

EXAMPLE 6
(sinmz® + cosmz ) dz

Evaluate J 5 ,where Cis |z| = 3.

¢ (@-1D(z-2)
Solution.

: 2 2 YA
. sinmz ~ +cosmz
Given J.z— z
¢ (#-D(z-2) (0.3)
: 2 2
Let f)= sinmz ;Lcos iz
(z-=D(z=2) (2,0)
< | | >

The poles of f{z) are given by D (3, 0) o (1' 0)' 3,00 X

z-1D)(z-2)=0 = z=1,twice,2
. z=11is a pole of order 2 and z = 2 is a simple pole. 0, -3)
Cis the circle |z| =3 ’
Clearly the poles lie inside C for|1|=1<3and|2|=2<3 /

1
R()=——— z—1 z i
M= - 1)' [( )’f(2)] Fig. 16.16
12T 2 2
_ limi (z =1)7[sin *n;z +cosmz ]
-ldz z=-D(z-2)
. d [sinﬂn'z2 +cos*n'zz:|
=lim—| ——
=>ldz z-=2

— lim (z —2){cosmz’*(2mz) —sinmz’(2mz)} — {sinmz > +cosmz >} -1
2ol (z-2)

_ (1-2)[2m cosm — 27 sinwr] — {sin 7 + cos 7}

B (1-2)°

=(-D)(2m-0)—-(0-1)=2m+1
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and  R(2)=lim{(z ~2)f ()]

3 lim{(z —2)(sinmz? +cosmz?)

22 (z-1)*(z-2)
sinmz? +cosmz?  sindm+cosdm
= hm 2 = 2 =
= (z-1) 2-1)

. by Cauchy’s residue theorem,

[/(2)dz = 2mi[R(1) + R(2)] = 2mi[ 27 +1+1] = dmi[m +1]
C

EXAMPLE 7
tanidz
Evaluate lm,where C is the boundary of the square whose sides are the lines x = *2
andy = x2.
Solution. z \
‘ tanEdz y

Given C(z—l——i)2 y=2
. . tan% (1I,.1) .

et f(Z)—m ;X: o1 T2 X
The poles of f(z) are given by (z— 1 —i)>=0
= z—(1+)P=0 y=-2
= z=1+1i, twice. v

. z=1+i1is apole of order 2. Fig. 16.17
C is the square formed by x =£2, y==x2

. z=1 +1i lies inside.

R(+1)= lim ;iz[(z —1-iYf(2)]

i
(2—1)! -1+
. d z . ,z 1 I (14
= lim —[tan—[= lim |sec’ — - —|=—sec”| —
z5(1+) dz 2 z 140 22 2 2
. by Cauchy’s residue theorem,

1+

,[f(Z)dz =2miR(1+i) = 2mi L sec? (li) = misec’ (—)
! 2 2 2
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EXAMPLE 8
Evaluate Jﬁ dz, where C is the circle |z —i | = 2 using Cauchy’s residue theorem.
c(z z

Solution.
Given I—Z ! 7} 09

clz+ 1) (z+2) i

z—1
Let f@)=———— L
(z+1)* (z+2) (-1.0) 01)

The poles of f{z) are given by (z+1)> (z+2)=0 X' (2 N/ X

= z =—1, twice and z = 2.

z=-11s a pole of order 2 and z = -2 is a simple pole.

C is the circle |Z - | =2 with centre (0, 1) and radius = 2.

]

y
Put z =1, then |-1-i|= V2<2 . z=-1lies inside C.
Put z =2, then |-2—i| = V5>2 s z=-2lies outside C. Fig. 16.18
R(-1D = hm— +1
(-D= - 1)' [(z+1)" f(2)]
~ lim -~ (P — 2t
>-ldz (z+1) (z+2)
. d|z-1
= lim —
>-ldz| z+2

_ lm[(zu) 1-(z-1)- 1}_hm[ 3 2}= 3 -
ol (z+2)° 1| (z4+2) | (-142)

*. by Cauchy’s residue theorem,

-1
[ ————— dz=2mi R(-1) = 2mix3 = 6mi.
Lz+1) (z+2)

EXERCISE 16.3
I Find the nature of singularities of the following functions.
1 sinz 1

l. ———— 2. —= 3. si

(z =57 (z"—4) 23 R

¢ 1
4, 202 5. 2 6. e

z e —1

7 sin( ! ) g, —1 9. 1=¢ 10, 1=¢
ozl oz -1 s el
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IT Find the residue of f{z) at the singularity z = 0, where f{(z) is

z 1 _ z
1. —1+e 2, —— 3, 7<% 2 4. zcosl 5. Ite

sinz +z cosz z(e” =1) z(z -1) z sinz +z cosz

III Find the residue of f{z) at the singular points where, f{7) is

| 1 ) z z’ z+2 z2+1
SR T (z-1) " (z+a)’ Sz 41 S z2o2z
6. Determine poles and their orders for the function 22;2 Find the residue at the poles.
z+D)(z-2)
7. Find the residue of f(z) = SINZ atz=i,
1-z*

IV Evaluate the following integrals:

1-2
1. j z dz where Cis |z|=1.5. 2. I# where Cis|z|=§.
cz(z=-D(z-2) sz +)(z"—-4) 2
d . .
3. [——— where Cis|z—i|=2. 4. [—S-—dz where Cis|z| =2
oz +4) cz +1
42 . 12z — .
5. jzz+ dz where Cis |z —i|=2. 6. Jf—7 where Cis |z +i| = /3.
cz +4 c(z=1)"(2z +3)
2z +3 . ZCosz .
7. j—where Cis|z|=2. 8. J—3dz where Cis|z—1|=1.
cz(z-1(z-2) C(z—ﬂ
2
9. dz where Cis |z —i|=3.
I j2 =il
2
10. j%dz where C is the circle |z| =
c(z+3)(z+2)
z%dz , T
11. jz— where Cis |z|=2.5. 12. jz e? dz where C is the unit circle.
cz-1D)(z+2) c
e‘dz . . . ) .
13. j—,where C is the circle |z| = 4 using Cauchy’s residue theorem.
(z*+m’)
c
12z — .
14. j22—7dz, where Cis |z —i| = /3.
oz =12z +3)
15. jzz;3dz, where Cis|z+1—i|=2.
cz +2z+45
16. J-zlsecz dz, where C is the ellipse 4x* + 9y*=9.
cl=z
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17, % where Cis||= 2.

e -4 2
2_

IS.J 4z -4z +1

———————dz , where C s the circle |z| = 1.
c@=2)z"+4)

3z +z -1 . .
. jz—dz, where C is the circle |z| = 2.
LD -3)
ANSWERS TO EXERCISE 16.3
I 1. z=2,-2 are simple poles and z = 5 is a pole of order 2.
2. z=01is apole of order 4
3. z=2is an essential singularity
4. z=0is a removable singularity
5. z=01is a removable singularity, z = 2ni (n # 0) are simple poles.
6. z =0 is an essential singularity
7. z =1 is an essential singularity
8. z=01is a double pole and z = i2nm, n =11, 12, ... are simple poles
9. z=01is apole of order 3
10. z=i2n + l)w,n =0, %1, 22, ... which are simple poles
o 1.1, 2. —l, 3. 2, 4. -4 5.1
2
M 1. R()=—, R(-i)=—, 2. R()=1, 3. 32 4.1
2i 2i
1 5 4 4 sini
5. R(0O)=——, RQ)== 6. R(-)=——;R(2)=— 7. —
© 2 & 2 9 9 4i
IV 1 3mi, 2.0, 3. ® 4. m(e —e), 5. 3%
16 8
6. 4mi, 7. —7Twi, 8. 2, 9. -1, 10. _72"”
1. 2mi 12, @i 13. L 14. 20mi 15. w(i—2)
3 m Sai
16. —2misecl 17. 0 18. 0 19. T

16.8 APPLICATION OF RESIDUE THEOREM TO EVALUATE REAL INTEGRALS

The applications of residue theorem include the evaluation of certain types of definite integrals,
improper integrals and complicated real integrals occurring in real analysis and applied mathematics.
Method of residues is used in inverse Laplace transforms. These real integrals are evaluated by
expressing them in terms of integrals of complex functions over a suitable contour and evaluated using
residue theorem. This process of evaluation of real integrals is called contour integration.

16.8.1 Type 1l

Real definite integrals of the form j F(sin0,cos0)d0 where F(sin 0, cos 0) is a real rational function

2

0
of cos 0 and sin 0 and is finite on the interval of integration.
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16.8 APPLICATION OF RESIDUE THEOREM TO EVALUATE REAL INTEGRALS

The applications of residue theorem include the evaluation of certain types of definite integrals,
improper integrals and complicated real integrals occurring in real analysis and applied mathematics.
Method of residues is used in inverse Laplace transforms. These real integrals are evaluated by
expressing them in terms of integrals of complex functions over a suitable contour and evaluated using
residue theorem. This process of evaluation of real integrals is called contour integration.

16.8.1 Type 1l .

Real definite integrals of the form j F(sin0,cos0)d0 where F(sin 0, cos 0) is a real rational function

0
of cos 0 and sin 0 and is finite on the interval of integration.
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I
Q\
L

Put z = ¢“, then

= z =c0s0+isin0, =cos0—isin0

NI—‘N|»—N|»—

z+l=2cos0, =2isin0

z
cos():l(z +l), i ! (z—l)
2 z 2i z

Since F(sin 0, cos 0) is a rational function in sin @ and cos 0, we get a rational function of z, say f{(z).

4
=
==
Il
I

dz ; dz
—=ie® =iz = do=—
do iz
As 0 varies from 0 to 247, z moves on the unit circle | z | =1 in the anticlockwise sense.

So, the contour C is the unit circle | z | =1

2w
j F(sin®, cos 8)d0 = gSf(z)c.l—Z, where C is |z|=1
¢ iz

0

WORKED EXAMPLES

EXAMPLE 1

27

do . . .

Evaluate | ——————— by using contour integration.

o 13+ 5sin0
Solution. \
Let S -

y 13+5sin0

To evaluate this, consider the unit circle | z | =1 as contour C

1 dz T 2P
Putz=e®, then —=¢™® .. 40=--— and sin@= z _
z iz 2i 2iz
di dz
et
Cl3+5( -1) C26lz+52 -5 5z 2 4+26iz -5
2iz 2iz
1
Let )= . 1=2|f(2)dz
/@) 5z% +26iz -5 i[“

The poles of f{z) are given by 522 + 26iz—5=0

_ 261 £4J(26i)* —4-5(=5)

10
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=260 £/-676+100 Y
10 c
=260 £/-576
a 10 i
—26i+24i i , < >
=T =7, ~ Si X' X

10 5
which are simple poles.

Now 5z% +26iz —5= 5(z+ )(z+51)

1
=3<b Fig. 16.19

Since z =L = ‘—i
5 5

the pole z = —é lies inside C.

and z=-5 = |—5i| =5>1 . the pole z =—5i lies outside C.
I
i (Z+s)
Now R(—g) = lim‘( )f(z) = hm _+
77 g 5(z+ )[z+51]

. 1 1 1
i e R R T
-5 L3z 451 5|:—;+5i:| !

*. by Cauchy’s residue theorem,

j 1
[r@)dz = 2mir (—i) = 2miX— =
C 5 24i 12
[=2. " _T
12 6
EXAMPLE 2
27
do
Evaluate J - - |p|<1.
» 1—2psin0+p
Solution. R
¢ do
Let I=| ———
» 1=2psin@+p
Consider the unit circle | z | =1 as contour C 1
zZ— 2
Putz =e®, then l =e ™ - 4do= d_Z and sin® = z _ Z_l
z iz 2i 2iz

o dz

I=~[ ZZZZ—I ='[(1+p iz —pz*+p !*PZZ_(I"'PZ)iZ_P
Cl—2p( )+ 2 C
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1
Let f(z)_pzz_(sz)iZ - - I——if(z)dz

The poles of f{z) are given by pZ—1+piz—p=0
) 1 ) ) i L
= z=|—+pliz-1=0 = (z-ip)lz——|=0 = z=ip, —
p p p

which are simple poles.

pz’ —(+p*iz —p =p(z —i)(z —ip)
P

Given |p|<1 = |ip|=|p|<1 s z=iplies inside C
1 i 1 i .
and  |p|<l = —>1 —|==>1 . z=— liesoutside C
P rl Ipl P
Now Rip) = lim(z - ip) f (z) = lim— =P
z—ip z—ip . i
p(z —lp)(z —)
P
. 1 1 1
=lim = =—
ip i i) ip -l
plz=—| PlP——
P p
*. by Cauchy’s residue theorem,
1 27
f(z)dz =2mwiR(ip) = 2wi ——
j i(p’ -1 p -1
= 211' _ 211'2
p =1 1-p
EXAMPLE 3
T cos30 . . .
Evaluate J —————— d0 using contour integration.
s 3 —4cos0
Solution.
Let J. cos30
y d—4cos 9
Consider the unit circle |Z| =1 as contour C.
1
; 1 ~ S|
Putz =¢®, then —=e™ . 40= dz. and cos@=—Z ="
z iz 2z

z? =" =c0s30+isin30 and cos30=R.P of z°.
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e
1=R.Pofj—"Z_RP of j

2
C5 4(2 +1)
2z

23 dz
cdz —2z7=2

-1 3
_RP of (—-)Ifi
i )52z°=-5z+2
3

1
Let f(z )—ﬁ s I=RP of (—;)lf(z)dz

The poles of f{z) are given by
2z°=5z42=0 = 2224z —z+2=0 = 2z(z-2)-(2-2)=0

= (2z-1)(z-2)=0 = (2z-1)=0, z-2=0 = Z_%z
which are simple poles.
222—5z+2=2(z—%)(z—2)-
Cis the contour|z|=1
z:l |z|= 1 <1 z:lliesinsideC
2 2 2
and z=2 |z]=]2]|>1 sz =2 lies outside C.
1 1 (Z_;)Zs
Now R(E) = hm(z —E)j(z) = lim 1
4 Hz(z_)(z 2
1
_ o8 __ 1
2(z-2) 2(;_2) 24

*. by Cauchy’s residue theorem,

o 1 (1 i
lf(z)dz = 21TZR(E) = 2nz(—a) = -5

EXAMPLE 4

2@ o 2
0
Evaluate jL d0,a>b>0.
a+bcosO



SuccessClap: Best Coaching for UPSC Mathematics : For Info- 9346856874
Checkout ->22 Weeks Study Plan, Videos, Question Bank Solutions, Test Series

Solution.
2w
Let ,[ sin’ @ (I—cos20) 40
o atb cosf) o 2(a+bcos0)
Consider the unit circle |z | =1 as the contour C. 1
z + 2
. +1
Putz =, then 1 e s 4= 9 and cos®=—2 =7
z iz 2 2z

z?=e =c0s20+isin20 and cos20 =R.P of z*
1—cos20=R.Pof (1-z7)

dz
(1-zH% o
1=R.Pofj—’Z=R.Pof1_j%
+bzz+l ig2az +b(z"+1)
2z
—RPof L j (1-z%)dz
ilbz® +2az +b
Let f(z):L 1=R.P0flff(2)dz
bz?+2az +b i
The poles of f{z) are given by
Al An? — Ak?
bz* +2az+b=0 = z= © ;Z 4b 1)
_—20112\/512—b2 _—a-i-\/az—b2 or —a—+a’ -b*
2b b b
2 2 2 2
Let P L Y R
b b
". z, and z, are simple poles
Now bz* +2az+b=b(z-z)(z~z,)
_ 2
fey=—

b(z-z,)z-z,)

The contour is |z | =1

Since a>b>0, §>1 = Z_2>1 = a>b = a*-b*>0
—a—~a* - b?
|Zz =
b
a+Va* —b? a+Na*-b* a
= b = b >Z>l ['.'a+\/a2—b2>a]

.oz, lies outside C
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Since z z, = 1, |zlz2 |=1 = | z, | = <1 [product of the roots of the quadratic (1)]

|Zz|

.oz, lies inside C.

R(z)=lim(z =2,)/ ()

_ _ 2
~ lim (z-z)A-z") c
z%zlb(Z _Zl)(Z _ZZ) z, z,
2 -z < f f F—>
= lim -z = ! al x’ (_110) o X
=ab(z—-z,) b(z,-z,) \
(
0, -1)

yA

0,1)

[ 2 2 2 1’0)
Now 1—212 =1_lM} ,
b
Yy
(_a+m)2 Flg. 16.20
B T
b? —(a2 +d* —b* —2ad? —bz)
2|:b2 —a* +aVd —bz] 2\/612 —-b? |:a—\/a2 —b2:|
- b’ h b?

_—a+Va’ b’ _[—a— V' _bz] —a+\d —-b> +a+a’ - b’ _ Na® - b’

and z,—z,= =

b b b b
[2 ;2

bz, —z,) = RO [y
b
2 2 2 2

RG: )_2\/61 -b (a—\/a -b )_a— [2 _p?
)= =

N b’
.. by Cauchy’s residue theorem,
(a—\/az—bz) 21Ti(a—\/a2—b2)

i f(2)dz = 2miR(z,) = 2mi = = =

1 (a—'\/a2 —bz) Zﬂ(a—\/az —b2)
I =R.P.of -2mi = .
i b* b?
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EXAMPLE 5
27
1+ 2cos0
Evaluate J ﬁdﬂ, using contour integration.
+ 4cos0
Solution. 142 0
+
Let J cos
5+4cos 9

Consider the unit circle |z | =1 as the contour C.
1

zZ+— 2
Putz =e®, then l:g”"’ d():d—z and cos@ = z _Z +1
z iz 2 2z
1+2(22+1)
2 2
I:J- z _z:lj z4+z"+1 dzzl.JA (zz+z+1) i
C5+4(22+1) iz ipz[5z+2z2°+2] ilz(2z> +5z+2)
2z
YA
z7+z+1 1
Let Z) = S I=- z)dz
/@) z(2z> +52 +2) lif( ) c
The poles of f{z) are given by (-2, 0) (=172, 0
(22> +52+2)=0 ool o
= z=0,2z*+52+2=0
= 2z +1)(z+2)=0 = Zz_% -2 ©.-1
1 . 'y’
..z =0,——,—2 are simple poles of f{z)
2 Fig. 16.21
1
Since C'is |z|=1,z:0andz=—51ie inside C and z = -2 lies outside C.
2 2
R(0) = lim 2/ (2) = lim 2z tztl) _pp, 2 *zt] 1
=02(22° +5z+2) 022" +5z+2 2
)
1 z+—|(z"+z+1)
R(—E)= liml( )f(z)— lim z .
5 H_f 22(2+ )(z+2)
1 | 3
_ lim 2 +z 41 . 41
i-122(z +2) 2(_1)(—1+2) 32
2)\ 2 2
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*. by Cauchy’s residue theorem
-1 11
dz =2wi| R(OO)+R| — | |=2mi| =—=|=0
lf(z) : m[ © (2)} m[z 2]

I=lx0=0
1

EXAMPLE 6
T1+4+2cos 0

Evaluate J.
2 S+4 cosO

Solution.

Let J' 1+2cos()

5+ 40050
1+2cos0 1+2cos(2m—0) 1+2cos0

If =—————,th 2w—0)= =
/)= +4c0s0’ en f(2m=6) S+4cos(2w—0) 5S5+4cosO

= /(0
We know ff(x)dx = 2jf(x)dx if f(2a—x)= f(x).

j‘f(x)dx = % ff(x)dx

]’-1+20050 1 j1+20050

do=—
» 2 +4 cos0 2+ 5+4cos0

do=0 [by example 5]
16.8.2 Type 2. Improper integrals of Rational Functions

In real calculus, we consider integrals of the type J f (x)dx. For this integral, the interval of integration

is not finite and hence it is an improper integral.
If f{x) is continuous for all x, we define

oo 0 R,
[ye= Jim | o)+ fim [ /s (1)

when both the limits exist on the right hand side. We then say that the improper integral converge.
We have another value of the integral called the Cauchy principal value, defined by

o R
PV [ f(x)dx = Jim [ f(x)ax )
S "R
if the limit exists.
Note It can be proved that the convergence of integral in (1) implies that its converging value coincide

with the Cauchy principal value. However, the converse is not true. That is the Cauchy principal value
may exist even if the limits in (1) do not exist.
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For example, if f{x) =x

R 2R
. T x_ T 1 2 21 _
Then Ilelgl:[?xdx —1131330[ 2 :|_R _Ilelﬂg[R -R°1=0
So, PV [ f(x)dx =0
Rz )C2 RZ 2
u i [xac= i | ] < im 2

0

So, the integrals in (1) do not converge.

J f(x)dx is not convergent.

—oo

When f{x) is even, the integrals (1) and (2) converge or diverge together and in this case

Jrend =2 [ 7o )

Usually, the integral on the R.H.S of (3) will be evaluated as the Cauchy principal value.
Now we state Cauchy’s lemma which will be used in type 2 problems.

Cauchy’s lemma If f(z) is a continuous function such that |zf(z)|— 0 as |z|— e on the upper
semi-circle S :|z |= R then j f(z)dz — 0 as R — oo
3

P(x)
0(x)

degree of O(x) is atleast 2 more than the degree of P(x) and O(x) does not vanish for any real x.
P(z)

z

Type 2: Integrals of the form J dx, where P(x) and Q(x) are polynomials in x such that the

To evaluate this integral, we consider J dz , where C is the simple closed curve consisting of
C

the real axis from —R to R and the upper semi-circle § : | z | = R, for large R, taken in the anticlockwise

sense. r
Let F@)= 2 Then [r)dz = [ ryde+[1(2)a (1)
0(z) c R 3
By Cauchy’s residue theorem, we evaluate j f(z)dz yA
C
and j f(z)dz =2ai [sum of the residues of f(z)] (0, R)
C
S

K R
By Cauchy’s lemma, (R, 0) //7 (R,0)

Jf(z)dz—)O as R —oe < o I >

s
. From (1) we get,

/

R
1lei£ri JI; f(x)dx = 2ai [sum of the residues of f{z)] Fig. 16.22
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= J f(x)dx =2mi [sum of the residues of f{z)]
= .[ Plx)dx =2mi |:sum of the residues of P@) :|
2. 0W) 0(z)
WORKED EXAMPLES
EXAMPLE 7
xI—=x+2

Evaluate T

—oco

— = " dx
x* +10x*+9

Solution.

oo 2 _ oo 2 _
Given J-x x+2 dx='[(x X +2)dx

x*+10x*+9 (x> +D(x*+9)

—oo —oo

The integrand is a rational function with degree of Dr. two more than the degree of Nr. and Dr. # 0
for any real x.

2
—-z42
Consider J‘#
c +D)(z"+9)

—R to R and the upper semi-circle § : | z | = R taken in the anticlockwise sense and R is large.

dz ;where C is the simple closed curve consisting of the real axis from

z =z 42

Let f(Z)=m

R
Then (:[f(z)dz = _'Lf(X)dx +:|;f(z)dz vA M

We shall evaluate _[ f(z)dz by residue theorem. 0, R)
c

The poles of f(z) are given by

o
@+ 1)(E+9)=0 = z=tiandz=+3i, (-R.0) (RO X

which are simple poles. )

But only z =i and z = 3i lie inside C. Fig. 16.23
Now R()=1lim(z —i)f (z)

N2
— lim (z-0)[z —sz]
=i (z+i)z—-i)(z"+9)

Z-z+42 _P-it2  1-it2 =i

m = = =
=i (z+i)(z*+9)  2i(i*+9) 2i(-1+9) 16i
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(z=3i)(z" —z+2)
=23 (22 +1)(z +3i)(z - 3i)
lim 2P —z+2 _ (3i)* =3i+2 =—9—3i+2=7+3i
=3 (22 +1)(z+3i)  (Bi)*+1D)GBi+3i) (-9+D6i  48i

and  R(3i)= lim(z -37)f(z) = lim

*. by Cauchy’s residue theorem,

1-i 7+3i

jf(Z)dZ—Z"n'l[R(l)+R(3l)] 2w |:l6 +4_&]
_2m[3(1-)+7+3i] _wx10 5w
- 48 T4 12

. from (1) we get,

R
S
:Lf(x)dx +S[f(z)dz =

i M:
But limzf(z) = lim 2 +1)(z*+9)

*. by Cauchy’s lemma J.f(z)dz =0 as R— e
s

lim Tf(x)dx -7 = Tf(x)dx _m
R 12 A

12

EXAMPLE 8

I x*dx
Evaluate-[ 5 - —sa>0,b>0.

y(x"+a’ )(x" +b%)
Solution.

x2
Let Xx)=
/) (x* +d*)(x* +b%)

Then f=x) =f{x) . flx) is even function of x.

jf(x)dx =2jf(x)dx jf(x)dx :—Jf(x)dx
flx)is arational functlon with degree of the Dr. 2 more than degree of the Nr. and the Dr. # 0 for any real x.

. z%dz . . . .
Consider j -, where C is the simple closed contour consisting of the real axis

2 2 2
clz+a’ )(z"+b")
from —R to R and the upper semi-circle S :|z |= R taken in the anticlockwise sense and R is large.

2
z

Let f(z):(zz+a2)(zz+b2)

R
Then [r@dz = [ fx)dx+[f (z)dz
C -R S



SuccessClap: Best Coaching for UPSC Mathematics : For Info- 9346856874
Checkout ->22 Weeks Study Plan, Videos, Question Bank Solutions, Test Series

We shall evaluate J‘ f(z)dz.
c

The poles of f{z) are given by

Z+a)(2+b)=0

= z =*ai, z =1bi <
which are simple poles. X' (R 0) —ia? (R, 0) X
Since a >0, b> 0, z=ai and z = bi lie inside C. _ib

Now R(ai) = lim(z - ai) f(2) y
2 -
= lim(z — ai) z Fig. 16.24
7ai (z+ai)(z—ai)(z’ +b*)

2
z

- S
ai (z+ai)(z" +b%)

_ a’i’ _ a
(ai + ai)(d’i* +b%) 2i(b> —a’)
b B b
2i(a@* —b*) 2i(b*-ad’)
So, by Cauchy’s residue theorem,

Similarly,  R(bi) =

) . 1N ] a b _ b-—a | =@
if(z)dz = 2mi[R(ai)+ R(bi)] = 2m|: 20 ) + 20 —az):| = 'n'[bz — ] = hra

R
- from (1) we get, J.f(x)dx +Jf'(z)dz =T
R by b+a

2
Now limzf(z) = lim £ i !

=1lim
e (2 + )2+ b T 2 5
(Z+a’)(z" +b7) z(1+a )(1+b )
z

So, by Cauchy’s lemma, Jf(z)dz —0 as R > oo
s

R o
. kn N
Ilelgl:[af(x)dx =— = _J;f(x)dx =
l y
2 (a+b)

Tf(x)dx =
EXAMPLE 9 '

oo

dx
Evaluate J‘ﬁ using Contour integration.
@+ x7)

Solution.

Tody

Let I:'([(1+x2)2 _If(x)dx
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YA
Here f(x) = ﬁ is even function of x, since f{—x) = f{x)
+Xx
C
Since f{—x) = f(x) S
o . o o S
1 -1 R
s Jr@ax=2ffar = [rx)de= EI f(x)dx ia |
- ' o - X Ry 9 (RO x
Now consider the integral J-(l—z)z’ where C is the Contour
cU+z ,
y'Y
consisting of the real axis from —R to R and upper semi-circle
. . . . Fig. 16.25
S :|z|= R taken with anticlockwise sense and R is large.
Let f(z)= _1
(I+z°)
R
Then [r@dz = [ fx)dx+[f(z)dz (1)
c ‘R s
". the poles of f{z) are given by (1 +22)’=0 = (1+z)=0 = z=di twice.
which are poles of order 2.
But only z =i lie inside C.
1 d
R(i)= lim——| (z —i)’
0= = [ -y )]
—7 2
Cjim | o - il .
oidz | (z —i) (z +10)
. d 1 . -2 2 2 1
=hm_—.2=hm 3 T 3o
zoidz | (z +1) =i (z +1) (i+i)y 8 4i

. by Cauchy’s residue theorem,

A
Jc.f(z)dz = 2miR (i) = 2mi PP

R
From (1), we get, J.f(x)dx +If(z)dz = %
“R s

limzf (z) = lim ——— = lim—————=0
Z—oo za‘m(l.’_z ) Z o0 3 1
Now z 1+72
z
So, by Cauchy’s lemma, jf(z)dz — 0 as R —> oo,
S
R T T T
Ileli’[l:[ef(x)dx=5 - _jmf(x)dx=5

;ff(x)dx = g:;

N | —
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16.8.3 Type 3

Integrals of the form _[P(xéz%dx and IP(xé(zos)mx m >0, where P(x) and Q(x) are
e x e X

polynomials in x such that the degree of Q(x) is greater than the degree of P(x) and O(x) does not
vanish for any real x. These integrals occur in connection with Fourier integrals — the sine and cosine
transforms.

and C'is the simple

To evaluate the above integrals, we consider j f(z)e™ dz, where f(z)= i)
C 4

closed curve consisting of the real axis from —R to R and upper semi-circle S :|z | =R taken in the
anticlockwise sense and R is large.

R
[£@)e dz = [ f)e™ dx+ [f(z)e™ dz (1)
o “R s
We evaluate J f(z)e™ dz by using Cauchy’s residue theorem and substitute in (1).
c

By Jordan’s lemma Jf(z Ye™ dz —0 as R — oo
5

R
and I%Im Jf(x)ein7x dx = value of J‘f(z )eim: dz
- )
= '[f(x)eimx dx = value of Jf(z )eimz dz
- C

Equating real and imaginary parts, we get the value of '[ f(x)cosmxdx and J‘f (x)sinmx dx

respectively.

Jordan’s lemma  If fiz) is a continuous function such that |f(z)|— 0 uniformly as |z |— e then

If(z )e™ dz — 0 as R — oo, where S is the upper semi-circle |z|=R
3

WORKED EXAMPLES
EXAMPLE 10
Evaluate J.L’Zxdx a>0,m>0.
Solution.
Let 1= J'J;Slj’:x = % j xsin Uy |: );SzinT’sz is an even function of x]

imz

Consider j z¢

2 +a

the upper semi-circle S : | z | = R taken in the anticlockwise sense and R is large.

—dz, where C'is the simple closed curve consisting of the real axis from —R to R and

Let F(z)=—2
z"+a

2
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jF(z)dz = If F(x)dx +jF(z)dz (1)
C -R N

we shall evaluate jF (z)dz.
c

The poles of F(z) are given by 2>+ a*=0 = z=tia,
which are simple poles.
But z = ia lies inside C and z = —ia lies outside C.

- R(ia) = lim(z —ia)F(z)

vy
. imz
I Gl ) Fig. 16.26
ia (z —ia)(z +ia)
Zeimz l-aeizma l-aefma efma
= m . = . . = . =
>ia(z4ia) ia+ia 2ia 2

.. by Cauchy’s residue theorem,

—ma
—ma

[ Fz)dz = 2miR (ia) = 2mi
C

= Tie

.~ from (1) we get,

R
J- F(x)dx +jF(z)dz =ie ™
“R s

Let f(z)=Zzia2
Since [f(z)!=|22'i|a2|ﬁo as |z|— oo,

by Jordan’s lemma, J‘ f(z)e"™ dz = JF (z2)dz—0 as R—
5 3

R
Jim _LF(x)dx = mie”

= J F(x)dx = wie ™
hod . _—ma hod mx . ma
wie xe wie
= [F@)dx = — = [S—dx = 5
o VX +a
T x(cosmx +isinmx) wie ™™
= j — dx =
x“+a 2

S

Equating imaginary parts, we get,

T x sinmx e
J. dx =

x+d 2

—ma

0
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EXAMPLE 11
Evaluate JLn?Czdx m>0.
y A +x7)
Solution.
cos mx 1T cosmx
Let = J I s ) = E _[ m [ ((IJOS nzxz is an even funcition ofx:|
X S(+x +x

imz

Consider _[(f where C is the Contour consisting of the real axis from —R to R and the upper

e z 2 )2
semi-circle S :|z |= R taken in the anticlockwise sense and R is large.

imz

e
Let F(z)=———
&=y
R
Then [Fzydz = [ Fx)dx+ [ F(z)dz (1)
C - S
The poles of F(z) are given by
(1+z°)Y =0=1+2" =0 =z =+i,
which are poles of order 2.
But z =1 lies inside C.
1 >
) = _ X
R(i) = - 1)' [(Z i) F(2)]
2 imz
i | E=DTe y
=i dz. (z+)(z—i)

. Fig. 16.27
_1 d elan g
i dz (z +i)

~lim (z+0)-e™ -im—e™ 2z +1i)

z—i (Z +i)4

[lm(z +i)—2]e™ [(i +1i)im —2]emiz _(2m-2)e™ (m+1e™
=1 (z +i) (i+i) B —8i 4

*. by Cauchy’s residue theorem,

jF(z)dZ =2miR (i) = 2mi (m+1e™ _ w(m+1)e™

4i 2
w(m+1e™
- from (1) we get, J. F(x)dx +jF(z)dz = -
“R s
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1
Let =—.
T&= 1y
1
Since [f(z)|=‘m —0as |z |0, by Jordan’s lemma,

[ f(2)e"dz= [ F(2)dz—0 as R—<o
s N

m

w(m+1)e”

R
Jim jR F(x)dx = :

w(m+1)e™

= I@F(x)dx = 5

m m

w(m+1)e” . ]'; e™ cfxz _ m(m +1)e”
4 o (1+x7) 4

= TF(x)dx =

o

J-cos mx +1isinmx v = w(m+1)e™
(I+x?) 4

0

m

cosmx o = w(m+1)e”
(I+x%)° 4

Equating real parts, we get, J
0

EXAMPLE 12

sinx dx

———— using Contour integration.
x“+4x+5

Evaluate ]i

—oo

Solution.
Let _ J- sinx dx

x*+4x+5

—oco

. = d . .
Consider j 2@ z , where C is the simple closed curve

cz t4z+5 yA
consisting of the real axis from —R to R and the upper
semi-circle §:|z|=R taken in the antilock-wise sense
and R is large.

eiz [ ]
Let F(z)=——— =2,1)
z?+4z +5 P)
(=R, 0) (RO X

R
Then jF(z)dz = j F(x)dx + j F(z)dz (2, -1)
C -R S

(O, _H)
vy

We shall evaluate | F(z)dz. .
l Fig. 16.28
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The poles of F(z) are given by 22 +4z+5=0

-4+416-20 —-4+i2

= z = = =—2il,
2 2

which are simple poles.
Then 2P +dz +5=[z —(2+0)][z = (=2-1)]
g z=-2+1ilies inside C.
R(=2+i)= lim {[z =(=2+])]F(z)}

_ lim [z=(-2+0)e
2 [z = (24 D)z~ (2]
eIZ l( 2+i) 67172[ e—le—2i e—2i
= lim = = =
224 7 — (—2—1) 2+i—(-2-10) 2i 2i 2ie
By Cauchy’s residue theorem,
—2i =2i
[F@)dz = 2miR(-2+1)=2mi S— =T
o 2ie e
- from (1) we get,
R
| Feoyd + [ F(zydz =™
“R s
Let f)=——
zZ)=————
z?+4z +5
Since |f(z)| = 2; —0 as |z| — oo, by Jordan’s lemma,
z +4z+5

[ (e dz=[F(z)dz—0 as R— o
S S

=2i

R
. e
Jim jR F(x)dx =

=2i —2i
e e™ dx e
= J.

= F(x)dx =
:[,() x+4x+5 e

- ]3 (cosx +isinx)dx m[cos2—isin2]
x> +4x+5 e

—oco

Equating imaginary parts we get,

T sinxdx _ awsin2
x2 +4x+5 e
cosx dx rrcos2

Note Equating real parts we get, J. yowr
x +4ax + e
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EXERCISE 16.4
I. Using Contour integration evaluate the following integrals.
2w 2w
1. J'L 2. J‘L
v V2—cos0 v 17—8cos0
2w 2w
4. jL 5. jinf|p|<l
y, S+4cos0 s 1—=2pcosO+p
2w 2w
6. jd—q,a>b>o 7, JLz,a>b>0
v a+bsin® o (@a+bcos0)
T c0s20 T sin’ @
9. j 10. j—de
5—4cos0 5—3cos0
2 m
j 520 g, |a| <1 1B, [ S5-a>0
+ 1—2acos0+a’ o @ +sin’ 0

II. Using Contour integration evaluate the following integrals.

_xtdx 2dx
(x +9)(x +4)

'—-8

0

dx
x*+10x*+9

de

T A+x?)?
/
B

——d
o (x2 +1)? ~

o t—3

2% -1
—dx
xt+5x*+4

Txldx

2w
3. Jd_ﬁ
o S+4sin0

g T sin@
oy S+4cos0

2w

1 J‘ do
"1 2+cos0

dx

et
—3

2'|‘x+l 0

III. Evaluate using contour integration

1. j“’zsﬂdx a>0,m>0

0 X ta

]° cosx dx

,a>b>0
- (x> +a*) (x> +b%)

a>b>0

(x*+d*)(x* +b%)

- ) -
X
5. | ———d. >0

:’;(1+xz)3 '([ (x +a)

8. dx 9.
_J;x6+l J‘x +1
oo 2 oo 2

1 [ T e 1 [ xdx
X +5x7+4 ST+ +4)
o 2

4 [ di _
o (X +9)(x" +4)
J cosmx ~dx, a>0,m >0
0 x +a )

cosx T cos3x

j 5. [ S
o 1 (x40
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T xsinxdx T x sinmx
JZ— 7. Jﬁdx,m>,a>0
X +2x+2 0 X +a

9 ]i x2 cosmx
o (x2 +c12)(x2 +b2)

dx,m>0,a>b>0

8. jx

2—dx,a>0
+1

oo

coSax

0

ANSWERS TO EXERCISE 16.4
L
o , 2w ; 2w L 5. 27
5 3 3 1-p
2
6. 2T _ - 8. 0 9. @ 10. 2@
Ja* - b? (a”=b7) 5 3
2% 2ma? o
1. =% 12. 13.
\/5 1-a* aa* +1
I
. T 2. T 3 N m 5.7
10 22 2ab(a+b) 24 8
6. % 7. T g T 9. T 10, ™
16a 2 6 22 4
11, 2™ 2.7 3.7 14. T
6 3 4 200
111
-b -a
1. 20 (14 ma)e™ 3, L[e__e ]
2ae 4q4° (+maje a-b*l b a
2
4. 7 5. 2 6. T (sinl+cosl) 7. Zgma
e e e 2
g T n[ae™™ —be ™" ]
N Ee 2((12 _bZ)
SHORT ANSWER QUESTIONS

.

. Evaluate Iez dz where Cis |z | =1.
C

2
+35dz,where Cis|z|=4.

N

Evaluate j z

c*~

z+2
z

w

. Evaluate gﬁ dz, where C is the circle |z | = 2 in the z-plane.
C
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

2
+1
Evaluate 9Sz71dz, where C is the circle ‘ 7 — 1‘ =1.

sz_

Evaluate 'f

" where C is the circle \z \ =2.
ce

Evaluate 'f cos mz

——dzif Cis |z|=2.
C 3z _1

2
COoS T
Evalute j <

———————dz where Cis \z \ =3/2.
C (z _1)(Z - 2)

z+4

——————dz, where Cis the circle [z +1]|=1.
z°+2z+5

Evaluate I
c

3724+ 77 +1

Evaluate I 1

dz , where Cis\z\=1.
c * 2

1
Use Cauchy’s integral formula to evaluate J 5 dz, where C is the circle with centre 1 and
radius = 1. ce 1

Evaluate Iz *¢"*dz, where Cis |z |=1.
C

Find the residue of f(z) = % at a simple pole.
z27(z —2)

1 — 2z
Find the residue of 7:3 atz=0.
z

z+2

Find the singular point of ( 0’ and hence find its residue.
z

z+2

Determine the residue at the simple pole of ——————.
(z+1D)(z —2)

Obtain the expansion of log, (1 + z) when \z \ <1.

Write down the singularity of the function 1 -
—e°

e 2z
Calculate the residue of f(z) = ———— atits pole.
f(@) G 1) p

If Cis the circle |z | = 2, evaluate f tanz dz.
C

1
If f(z) =z cos— find the residue at z=0.
z

™

Evaluate Izsecz dz where Cis |z —m/2|= 5
c
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